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Ozet

Yapay zekd teknolojilerindeki hizli gelisim, yalnizca teknik ve ekonomik
alanlarda degil, ayni zamanda toplumsal yapi, etik normlar ve insani degerler
iizerinde de derin etkiler yaratmaktadir. Giiniimiizde yapay zeka, karar
alma siireglerine niifuz eden, bireysel davraniglar1 yonlendiren ve kurumsal
yapilari doniistiiren bir sosyo-teknik aktor olarak konumlanmaktadir. Bu
durum, o6zerklik, sorumluluk, adalet, mahremiyet ve empati gibi temel
insani degerlerin  goriiniirliigliniin  azalmasina ve deger hiyerarsisinin
yeniden gekillenmesine yol agmaktadir. Hiz, verimlilik ve performans odakli
dyital kiiltiir, ahlaki muhakeme siireglerini zayiflatmakta ve bireylerin etik
reflekslerini algoritmik yonlendirmelere devretmesine neden olmaktadir.
Algoritmik karar mekanizmalarinin seffaflik eksikligi, veri setlerine gomiilii
onyargilar ve sorumluluk zincirinin belirsizlesmesi, etik sorunlart daha da
derinlestirmektedir. Bununla birlikte dijital kimlik, yapay zek4 destekli medya
ckosistemleri ve dijital hafiza pratikleri, kiiltiirel degerlerin yapay ortamlarda
yeniden iretilmesine ve insani anlam diinyasinin doniigmesine zemin
hazirlamaktadir. Bu galigma, yapay zeka gaginda etik ve degerlerin yitimi
tizerine yapilan giincel akademik tartigmalari literatiir temelli bir yaklagimla
ele almaktadir. Caligmada, etik sorunlarin yalnizca teknik diizenlemeler veya
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evrensel ilke setleriyle ¢oziilemeyecegi savunulmakta; bunun yerine kiiltiirel
baglami, insani merkezliligi ve dijital vicdan kavramini igeren biitiinciil bir
etik yaklagimin gerekliligi vurgulanmaktadir. Yapay zekanin deger iireten ve
doniigtiiren bir gii¢ olarak ele alinmasi, etik ve insani degerlerin korunmasi
agisindan kritik bir gereklilik olarak degerlendirilmektedir.

Giris

Tarihsel siiregte sanayi devrimi; iiretim bigimlerini ve i giiclini
yeniden tasarlarken, i¢inde bulundugumuz dijital dontigiim siireci, insan
davraniglarini, karar verme bigimlerini ve toplumsal degerleri daha da
derinden etkilemektedir (Yigit, Cengelci Kose ve Karaduman: 2013).
Giiniimiizde yapay zekd (YZ), insanlik tarihindeki en kapsamli teknolojik
doniisiimlerden birini temsil etmekte ve yalmzca teknik bir yenilik olarak
degil, aym1 zamanda toplumsal diizeni, kiiltiire] normlari, etik ve insani
degerleri yeniden sekillendiren bir paradigma olarak degerlendirilmektedir
(Akbag, 2024; Dignum, 2017; Wittmann ve Meynhardt, 2025). Bu
baglamda YZ, insan iligkilerini, etik yargilar1 ve kiiltiirel normlar1 doniistiiren
sosyo-teknik bir aktor olarak islev gormektedir (Karabulut, 2024). YZ’nin
karar alma siireglerine niifuz eden etkisi, insan davramiglarini yonlendirme
kapasitesi ve yiiksek 6ngorii giicii, teknolojiyi bir ara¢ olmaktan ¢ikararak
sosyo-teknik bir aktore doniigtiirmektedir (Ara, 2024; Sutrop, 2020). Bu
doniisiim, degerlerin hangi 6lgiide korunabilecegi ve insan 6zerkliginin nasil
stirdiiriilebilecegi sorularini daha da kritik hale getirmektedir.

Dijital doniigiim siirecinin yalmizca teknik bir ilerleme degil, aym
zamanda degerlerin doniigiimiinii tetikleyen bir kiiltiirel yeniden yapilanma
olduguna iliskin bulgular, hem uluslararast hem de ulusal literatiirde yogun
bigimde tartigtimaktadir (Kaynar, 2024; Turan, 2024; Turhan, 2024; Yigit
vd., 2013). Hiz, verimlilik, optimizasyon ve performans odakl dijital kiiltiir;
dayanigma, sabur, ortak iyilik ve insani sicaklik gibi geleneksel degerleri arka
plana itmekte ve boylece deger hiyerarsisinin yeniden diizenlenmesine
neden olmaktadir (Galvao vd., 2021; Vallor, 2015). YZ, bu doniisiimiin
merkezinde yer alarak degerlerin hem yeniden iiretildigi hem de gortinmez
bigimde agindig bir alan yaratmaktadir (Han Kelly, Nikou ve Svee, 2022;
Ouchchy, Coin ve Dubljevi¢, 2020).

Bu baglamda literatiirde 6ne ¢ikan tartiymalar, YZ’nin etik ve insani
degerlerle uyumlu ¢aligip ¢aligamayacagi sorusu etrafinda sekillenmektedir.
Gabriel (2020) tarafindan ortaya konan deger uyumlama (value alignment)
sorunu, YZ’nin yalnizca teknik bagari hedeflerine degil, ayn1 zamanda insan
haklari, adalet, zarar vermeme ve kiiltiire]l normlarla uyumlu olmas: geregi ile
ilgilidir (Han, Kelly, Nikou ve Svee, 2022; Sarikaya Tiinalp, 2024). Ancak
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YZ sistemlerinin degerleri temsil etme bigimleri, veri setlerine gomiilii
onyargilar, mahremiyet ihlalleri, seffafhik eksikligi ve sorumluluk zincirinin
belirsizligi nedeniyle ciddi etik agmazlar da dogurmaktadir (Dar1 ve Kogyigit,
2024).

Toplumsal diizeyde ise dijital oliimsiizliik, kimlik ingasi, sanal etkilesim
bigimleri ve medya manipiilasyonu gibi yeni olgular, insani degerlerin sanal
ve yapay ortamlarda yeniden iiretilmesini giindeme getirmektedir (Degismis,
2024; Galvao vd., 2021; Turhan, 2024). Bu durum, literatiirde “insanin
robotlagmasi ve robotlarin insanlagmasr” metaforuyla agiklanmakta; insanin
deger tiretim kapasitesi zayiflarken, teknolojik sistemlerin insan davraniglarini
taklit ederek degerlerin goriiniirliigiinii sekillendirdigi belirtilmektedir (Han
vd., 2022; Sutrop, 2020, Vallor, 2015).

Yapay zeka ¢aginda etik ve degerlerin yitimi, yalmzca bireysel diizeyde
ozerklik kayb1 veya kurumsal diizeyde sorumluluk erozyonu ile sinirh degildir;
ayn1 zamanda kiiltiirel hafizanin, toplumsal normlarin ve yasam diinyasinin
yeniden insa edildigi ¢ok katmanli bir olguya isaret etmektedir. Literatiirdeki
son ¢aligmalar, etik ve degerlerin korunmast igin teknik diizenlemelerin yeterli
olmadigini; bunun yerine dijital vicdan, disiplinler arasi etik yonetigim ve
kiiltiirel baglami igeren biitiinctil bir yaklagim gerektigini vurgulamaktadir
(Sarikaya Tiinalp, 2024; Turan, 2024; Wittmann ve Meynhardt, 2025). Bu
caligmanin amaci, yapay zeka ¢aginda etik ve insani degerlerin yitimi iizerine
yapilmig giincel aragtirmalart derleyip tartigmalar literatiir temelli olarak
ortaya koymaktir.

1.Dijital Doniisiim Ve Toplumsal Degerler

Dijital doniigiim, teknolojik araglarin toplumsal yagama eklemlenmesinden
¢ok daha fazlasini ifade eden, insan davranislarini, iletisim bigimlerini, kimlik
algilarini ve karar verme siireglerini doniistiiren ¢ok katmanli bir degisim
alanidir (Ouchchy vd., 2020; Yigit vd., 2013). Dijitallesmenin hiz, verimlilik,
Olgiilebilirlik ve performans gibi degerleri 6n plana ¢ikarmasi, dayanisma,
sabir, ortak iyilik, emek gibi geleneksel insani degerlerin gortintirligiini
zayiflatmakta ve bu degerleri giindelik yagamin ikincil bir unsuru haline
getirmektedir (Gabriel, 2020; Turan, 2024; Vallor, 2015). Bu nedenle djjital
dontigtim, yalmizca teknolojik bir gilincelleme degil, degerlerin yeniden
hiyerarsik bir diizene sokuldugu derin bir kiiltiirel yeniden yapilanmadir.

Toplumsal degerlerin doniigiimiindeki bu kirtlmanin en goriiniir boyutu,
dijital hiz kiltiirtiniin bireysel ve toplumsal davraniglart yonlendirme
bigiminde ortaya ¢ikmaktadir. Dijital ortamlarda hizli karar alma, anlik tepki
verme, siirekli gevrimigi olmanin yarattig1 rekabet; sabir, kargiliklilik, mahalle
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dayanigmasi ve uzun vadeli diigiinme gibi degerlerin geri planda kalmasina
yol agmaktadir (Dar1 ve Kogyigit, 2024; Degismis, 2024). Bu siireg, Turan
(2024)’m vurguladigr “djjital vicdan” kavramimnin neden kritik oldugunu
da agiklamaktadir: Hiz ve performans odakli dijital kiiltiir, bireylerin etik
reflekslerini zayiflatmakta ve deger odakli muhakemeyi geri plana itmektedir.

Dijital doniigiimiin degerler tizerindeki etkisinin bir diger boyutu, sanal
etkilesimlerin fiziksel etkilesimlerin yerine gegmesiyle ortaya ¢ikan “iliskisel
yizeysellesme” siirecidir. Galvao vd. (2021), dijital ortamlarin kimlik,
benlik algis1 ve kiiltiirel hafiza {izerinde yapay bir yeniden iiretim alam
olugturdugunu; bireylerin dijital benlikleri aracihigiyla yeni tiir bir deger
diinyas: inga ettigini savunmaktadirlar. Turhan (2024) ise dijital kimlik,
djjital oliim ve dijital 6liimstizliik gibi kavramlarin, geleneksel anlam, aidiyet
ve deger sistemlerini doniistiirdiigline dikkat ¢ekmektedir. Bu bulgular,
teknolojinin sadece davraniglart degil, degerlerin tastyicist olan Kkiiltiirel
hatizay1 da yeniden sekillendirdigini gostermektedir.

Ayrica dijital doniigiim, bireylerin karar mekanizmalarindaki 6zerkligi
de doniigtiirmektedir. Ara (2024)’nin ¢alismasina gore YZ destekli karar
sistemleri, kullanici tercihlerini yonlendirirken ayni zamanda onlarin deger
onceliklerini de gekillendirmekte; Ornegin oneri sistemleri, bireyin hangi
bilgiye maruz kalacagini belirleyerek onun deger yargilarini dolayl bicimde
yonlendirmektedir. Bu durum, Sutrop (2020)’un vurguladigr “insanin
kontrolii kaybetme riski” ile birlestiginde, degerlerin teknoloji tarafindan
goriinmez bigimde yeniden kodlanmasi sonucunu dogurmaktadir (Gabriel,
2020; Wittmann ve Meynhardt, 2025).

Dijital doniigiimiin en garpici etkilerinden biri, toplumsal esitsizlik ve
adalet boyutunda ortaya ¢ikmaktadir. Jobin, Ienca ve Vayena (2019)’nin
kiiresel diizeyde YZ etik kilavuzlarini analiz ettikleri ¢aliymalarinda,
tarkli cografyalarda degerlerin farkli sekillerde yorumlandigy; etik ilkeler
konusunda yiizeysel bir uzlagmanin bulundugu ancak pratik uygulamalarda
ciddi ugurumlar oldugunu saptamiglardir. Tiirkiye baglaminda Cesitcioglu
(2025)’nun degerlendirmesi, dijital doniigiimiin etik boyutunun gogunlukla
politika belgelerinde yer alsa da, pratikte uygulanabilir mekanizmalarin
yetersiz kaldigini gostermektedir. Bu durum, degerlerin séylem diizeyinde
korunur goriiniirken, pratikte aginmaya devam ettigini dogrulamaktadir
(Sarikaya Tiinalp, 2024; Wittmann ve Meynhardt, 2025).

2. Sosyo-Teknik Bir Aktor Olarak Yapay Zeka

YZ, son yirmi yilda gosterdigi geligimle birlikte yalnizca belirli gorevleri
yerine getiren bir yazilim olmaktan ¢ikmig; toplumsal diizeni, ekonomik



Zeliha Seckin / Onur Dojan | Mehmet Can Demir | 35

iligkileri, kiiltiirel normlar1 ve hatta bireysel davranig kaliplarini etkileyen gok
boyutlu bir sosyo-teknik aktor hiline gelmistir (Dignum, 2019; Wittmann
ve Meynhardt, 2025). Bu doniigiim, teknolojinin toplum {iizerindeki etkisini
agiklamak igin siklikla kullanilan klasik “arag” perspektifinin artik yetersiz
kaldigin1 gostermektedir. Clinkii YZ artik sadece bir arag¢ degil, aktor-ag
teorisinde tarif edildigi gibi, insan davramiglarini yonlendirebilen, kurumsal
siregleri etkileyen ve normatif sonuglar iireten bir fail niteligi kazanmugtir

(Ara, 2024; Sarikaya Tiinalp, 2024; Sutrop, 2020).

YZ’nin sosyo-teknik bir aktor olarak konumlanmasinin arkasindaki temel
nedenlerden biri, karar verme siireglerine dogrudan miidahil olmasidir.
Oneri algoritmalari, siniflandirma sistemleri, risk analiz yazilimlari, saglikta
teshis araglar1 ve adli sistemlerde kullamilan degerlendirme modelleri
gibi uygulamalar; hangi bilginin 6ne ¢ikarilacagini, kimin hangi hizmete
erisecegini, hangi davraniglarin tegvik veya cezalandirilacagini belirleyerek
toplumsal diizenin gekillenmesine dogrudan katkida bulunmaktadir
(Bankins ve Formosa, 2023; Gabriel, 2020; Jobin vd., 2019). Bu nedenle
YZ’nin etkisi, yalmizca sonuglar1 hesaplayan bir sistemin Otesine gegmekte;
toplumsal normlar1 yeniden iireten ve zamanla doniistiiren bir gii¢ haline
gelmektedir (Galvao vd., 2021; Han vd., 2022).

YZ’nin “karar alic1” rolii, toplumsal aktor olarak konumunu gii¢lendiren
bir bagka boyut olarak 6ne ¢ikmaktadir. Ouchchy vd. (2020), YZ sistemlerinde
sorumluluk zincirinin bulaniklagmasinin, YZ'yi fiilen karar verici bir aktor
gibi konumlandirdigini; ancak ger¢ek anlamda sorumluluk iistlenemeyen bu
sistemlerin ahlaki diizen igin risk yarattigini belirtmektedir. Benzer sekilde
Sarikaya Tiinalp (2024), YZ’nin teknik ¢iktilarnin toplum tarafindan
siklikla nesnel gergeklik olarak algilandigini; bunun da algoritmalar1 “otorite
figliri” haline getirdigini ifade etmektedir. Béylece YZ, hem bilginin hem
de sosyal iligkilerin yeniden sekillenmesinde normatif bir gii¢ merkezi haline
gelmektedir (Ara, 2024; Sutrop, 2020; Turan, 2024).

Sosyo-teknik aktor olarak YZ’nin yiikseligi, kullanici davramiglarinin
sekillenmesinde de belirgin bigimde goriilmektedir. Oneri algoritmalar:
bireylerin neyi izleyecegine, okuyacagina veya satin alacagina karar
verirken, sosyal medya filtreleri bireyin hangi goriislere maruz kalacagini
belirlemekte; bu da degerler, inanglar ve davranislar tizerinde dontistiirticti
bir etki yaratmaktadir (Dar1 ve Kogyigit, 2024; Galvao vd., 2021). Bir bagka
deyisle, YZ yalnizca bireyin davraniglarint degil; bireyin deger diinyasini
da etkilemektedir. Han vd. (2022) bu durumu, teknolojinin insanin yagam
gorevlerini ve degerler hiyerarsgisini doniistiiren bir araci haline gelmesi
olarak tanimlamaktadurlar.
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YZ’nin sosyo-teknik aktor olarak konumlanmasini giiglendiren bir diger
unsur ise “ongorii kapasitesi”dir. Biiyiik veri ile ¢aligan YZ sistemleri, ge¢mig
davraniglardan 6grenerek gelecekteki egilimleri tahmin edebilmekte; bu da
sirket, devlet ve kurumlarin stratejik kararlarinda belirleyici rol oynamaktadr.
Bu ongorii kapasitesi, YZ’ye ekonomik, politik ve kiiltiirel sistemler
tizerinde daha 6nce hi¢bir teknolojinin sahip olmadig: bir dontistiiriicii glig
kazandirmaktadir (Dignum, 2019; Han vd., 2022).

Sosyo-teknik aktor olarak YZ’nin yiikseligi, bireyin Ozerkligi ve
sorumluluk alani iizerinde de belirgin bir baski olusturmaktadir. Vallor
(2015), insanin pratik bilgelik ve ahlaki yetkinliklerini yasam igindeki
deneyimlerle gelistirdigini; ancak YZ’nin giderek daha fazla karar alanimi
devralmasi nedeniyle bu yetkinliklerin korelme riski tagidigini savunmaktadir.
Turan (2024) bu siireci “dyjital vicdanin zayiflamasi” olarak adlandirmakta;
bireyin etik reflekslerinin yerini algoritmik yonlendirmelere birakmasinin
deger yitimini hizlandirdigini belirtmektedir.

Bir biitiin olarak degerlendirildiginde, yapay zekanin yalnizca teknik
bir ara¢ degil; toplumsal diizenin, kiiltiirel normlarin ve etik degerlerin
sekillendirilmesinde rol oynayan bir sosyo-teknik aktor oldugu goriilmektedir.
Y Z’nin bu yeni konumu, degerlerin yitimi, normatif diizenlemelerin aginmasi
ve sorumluluk alanlarinin belirsizlesmesi gibi etik sorunlarin daha da goriiniir
hale gelmesine yol agmaktadir (Dignum, 2019; Jobin vd., 2019).

3. Deger Kavramu ve Yapay Zeka Baglaminda Etik Kuramlar

Deger kavrami, bireylerin ve toplumlarin neyin iyi, dogru ve arzu edilir
olduguna iliskin ortak kabullerini ifade ederken tarih boyunca ahlak felsefesi,
sosyoloji, psikoloji ve kiiltiirel galiymalar i¢inde merkezi bir tartigma alani
olmugtur (Han vd., 2022; Sutrop, 2020). Dijital doniisiim ve YZ ¢aginda
degerler yalnizca bireylerin davraniglarini yonlendiren ilkeler olmaktan
¢tkmug; teknoloji tarafindan yeniden gekillendirilen, kimi zaman goriinmez
bi¢imde hiyerargisi degistirilen dinamik yapilar haline gelmistir (Yigit vd.,
2013; Turan, 2024). Bu nedenle deger kavramini tartigmak, YZ caginda etik
ger¢evenin anlagiimasi agisindan kaginilmazdur.

3.1. Degerlerin Kavramsal ve Kiiltiirel Temelleri

Degerler yalnizca bireysel inanglardan ibaret degildir; kiiltiirel kodlar,
toplumsalnormlar,ahlakigergevelervetarihselbirikimtarafindansekillendirilen
gok boyutlu yapilardir (Han vd., 2022; Wittmann ve Meynhardt, 2025;
Sutrop, 2020). Bu nedenle degerlerin analizinde hem bireysel hem kurumsal
hem de kiiltiirel diizeyin birlikte degerlendirilmesi gerekmektedir. Ornegin
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Gabriel (2020), degerlerin yalnizca psikolojik tercihler ya da fayda hesaplari
olmadigini, aym1 zamanda toplumlarin adalet anlayigini, iyilik kavrayigini
ve normatif diizenlemelerini belirleyen temel unsurlar oldugunu vurgular.
Bu goriig, fenomenolojik etik yaklagimiyla paralellik gostermektedir: Han
vd. (2022), degerlerin insanin yagam diinyasinda bedenlenmig deneyimler
yoluyla ortaya ¢iktigini ve bu deneyimlerin teknolojik aracilik tarafindan
yeniden sekillendirildigini ileri siirmektedirler.

Yerli literatiirde, degerlerin sosyal ve kiiltiirel yapilarla derin iligkisine
dikkat gekilmektedir. Yigit vd. (2013), ogretmen adaylarinin teknoloji ile
degerler arasindaki iligkiyi degerlendirirken, teknolojinin 6zellikle bireycilik,
hiz, goriiniirliik ve performans gibi degerleri gii¢lendirdigine; buna kargilik
sabir, merhamet ve dayanigma gibi degerleri zayiflattigina dikkat ¢ekmislerdir.
Turan (2024) ise “dijital vicdan” kavramu ile dijital gagda degerlerin biligsel
olmaktan ¢ok g¢evrimigi davramig Oriintiileriyle yeniden bigimlendigini
ifade etmektedir. Benzer sekilde Turhan (2024), djjital kimlik ve dijital
oltimsiizliik gibi kavramlarin bireysel deger diinyasini yapay bir zeminde
yeniden trettigini tartigmaktadir. Konuya iliskin ¢alismalar, degerlerin dogal,
degismez veya sabit olmadigini; teknolojik degisim hizlandikga degerlerin
anlaminin da yeniden yorumlandigini gostermektedir (Dar1 ve Kogyigit,
2024; Degismig, 2024; Galvao vd., 2021). Boylece degerler, bireyin
kararlariyla baglayan ancak teknoloji bigimlenen dinamik bir sistem haline
gelmektedir (Sarikaya Tiinalp, 2024).

3.2. Dijital Cagda Deger Hiyerarsisi

Degerlerin hiyerarsik bir yapida oldugu, etik literatiirde uzun stiredir
kabul goren bir yaklagimdir. Insanlar farkhi durumlarda farkh degerleri
onceliklendirebilir; 6rnegin giivenlik degeri, yagam tehdidi kargisinda sevgi,
merhamet veya ozgiirliik gibi diger degerlere baskin gelebilir (Cesitcioglu,
2025; Gabriel, 2020). Dijital ¢ag, bu hiyerarsiyi kokten degistiren bir
baglam iiretmigtir. Hiz, verimlilik, veri odaklilik, tahmin edilebilirlik ve
Olgeklenebilirlik gibi dijital kiiltiiriin 6n plana ¢ikardigr degerler; sabur, yiiz
ylize etkilesim, emek, mahremiyet, derinlik ve kolektif iyilik gibi degerlerin
geriye ¢ekilmesine neden olmaktadir (Vallor, 2015; Turan, 2024).

Han vd. (2022) tarafindan fenomenolojik bir bakisla yapilan analizde,
teknolojik araciligin insanin yasam gorevlerini ve dolayisiyla deger
onceliklerini belirgin bi¢imde degistirdigine dikkat ¢ekilmektedir. Yazarlar,
teknolojinin yalmzca ara¢ olmadigini; insanin amaglarini, iliskilerini ve
onceliklerini doniigtiiren bir ortam oldugunu savunmaktadirlar. Gabriel
(2020) ise deger hiyerarsisinin algoritmik sistemlerde yeniden kodlandigini;
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algoritmalarin belirli igerikleri gortintir kilarak digerlerini digladigini ve
boylece toplumsal degerlerin goriiniirliigiinii kendiliginden degistirdigini
belirtmektedir.

Bubaglamda dijital platformlar, ister sosyal medya ister e-ticaret veya haber
akig1 olsun, hangi degerlerin 6ne ¢ikacagim biiyiik 6lglide belirlemektedir
(Ara, 2024; Wittmann ve Meynhardt, 2025). Ornegin sosyal medya
algoritmalarinin ¢atigma ve kutuplagma igerigini daha gortiniir kilmasi;
empati, uzlasma ve kargilikli anlayig gibi degerlerin dijital ortamda daha
az temsil edilmesine yol agmaktadir (Degismis, 2024; Galvao vd., 2021;
Turhan, 2024). Bu doniigiim, degerlerin yalmzca bireysel tutumlar degil,
dijital altyapilar tarafindan sekillenen yapilar haline geldigini gostermektedir.

3.3. Etik Kuramlar ve Yapay Zeka

Yapay zeka etigi tartigmalar1 ii¢ temel etik kuram etrafinda gekillenmektedir:
deontolojik etik, faydaci (utilitarian) etik ve erdem etigi. Bu kuramlarin her
biri YZ’nin nasil davranmasi gerektigine iliskin farkli normatif gergeveler
sunmaktadir.

Deontolojik etik, YZ sistemlerinin evrensel ahlaki kurallara uymasin
gerektirir. Zararsizlik, adalet, dogruluk ve insan haklarina sayg: gibi ilkelere
dayanan buyaklagim, YZ’ninsonuglarindan bagimsiz olarak belirlidavraniglar
yasaklamay1 veya zorunlu kilmay: savunur (Dignum, 2019; Wittmann ve
Meynhardt, 2025). Jobin vd. (2019)’nin analiz ettii 84 kiiresel YZ etik
kilavuzunda da en sik tekrar eden ilkelerin seffaflik, adalet, sorumluluk ve
mahremiyet oldugu goriilmektedir; bu da deontolojik yaklagimin kiiresel
diizeyde giiglii bir karsilik buldugunu gostermektedir.

Faydact etik ise YZ'nin toplam faydayr veya mutlulugu maksimize
eden sonuglara ulagmasini hedefler. Bu yaklagim ozellikle saglik, trafik,
giivenlik gibi risk i¢eren alanlarda YZ’nin daha “hesaplanabilir” kararlar
tretmesini saglayabilir (Ara, 2024; Gabriel, 2020). Ancak veri setlerindeki
onyargilar veya YZ’nin belirli gruplar1 dezavantajli konuma itmesi, faydaci
algoritmalarin toplumsal adaleti zedeleme riskini artirmaktadir (Bankins ve
Formosa, 2023; Han vd., 2022).

Erdem etigi ise YZ’nin etik niteligini yalnizca algoritmada degil, sistemi
gelistiren ve kullanan insanin karakterinde aramaktadir. Bu yaklagim, YZ
etiginin yalnizca kurallar ve sonuglarla degil, ayn1 zamanda tasarimcilarin
niyetleri, kurumsal kiiltiir, empati, adalet duygusu ve sorumluluk bilinci gibi
insani erdemlerle degerlendirilmesi gerektigini savunur (Turan, 2024; Vallor,
2015). Bu nedenle erdem etigi, YZ’nin toplumdaki uzun vadeli etkilerini
anlamak agisindan 6nemli bir perspektif sunmaktadir.
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Bu ¢ yaklagim birlikte ele alindiginda, YZ etiginin tek bir kuramla
aciklanamayacak kadar karmagik oldugu, hem normlara hem sonuglara
hem de insani erdemlere dayali biitiinciil bir ¢ergeveye ihtiyag duyuldugu
goriilmektedir (Dignum, 2019; Gabriel, 2020; Wittmann ve Meynhardt,
2025).

4. Yapay Zekada Deger Uyumlama Problemi

Yapay zekanin etik ve toplumsal etkilerine iliskin tartigmalarin merkezinde
yer alan deger uyumlama (value alignment) problemi, YZ sistemlerinin
hedeflerinin, davraniglarimin ve giktilarinin insan degerleriyle uyumlu hile
getirilmesi gerekliligini ifade eder (Gabriel, 2020; Han vd., 2022; Sutrop,
2020). Bu problem, hem teorik hem de teknik diizeyde olduk¢a karmagiktir.
Clinkii degerlerin dogas1 geregi ¢ok boyutlu, kiiltiirel olarak degisken ve
baglama duyarli olmasi, YZ sistemlerinin degerleri dogru bigimde temsil
etmesini gili¢lestirmektedir (Ara, 2024; Sarikaya Tiinalp, 2024; Wittmann
ve Meynhardt, 2025). Deger uyumlama, yalmzca algoritmanin “dogru”
ciktiy1 tiretmesi degil, ayn1 zamanda toplumsal adalet, insan haklar1 ve etik
ilkelerle uyumlu davranmas: gerektigini vurgulamaktadir (Dignum, 2019;
Jobin vd., 2019; Turan, 2024).

4.1. Deger Uyumlamanin Teknik ve Normatif Boyutlar:

Sutrop (2020), deger uyumlama tartigmasinin teknik ve normatif olmak
tizere ikiye ayrildigini belirtmektedir. Teknik boyutta sorun, YZ’nin insan
davraniglarini taklit ederek degerleri 6grenmesi ile ilgilidir. Pekigtirmeli
ogrenme, ters pekistirmeli 6grenme ve insan geri bildirimiyle yonlendirilen
modeller, YZ’nin “deger benzeri” oriintiiler iiretmesini saglayabilir (Gabriel,
2020; Han vd., 2022). Ancak bu 6grenme siireci veri onyargilari, eksik
temsil edilen gruplar ve tarihsel esitsizlikler nedeniyle hatali deger modelleri
iretebilir (Ara, 2024; Bankins ve Formosa, 2023). Bunun sonucunda YZ,
teknik olarak bagarili goriinebilir, ancak normatif agidan etik dist sonuglar
retebilir.

Normatif boyutta ise soru sudur: “YZ hangi degerlerle hizalanmalidir?”
Degerlerin  kiiltiirel farklilik gostermesi, evrensel etik ilkeler iizerinde
ylizeysel bir uzlagma olsa da pratikte biiytik farkhiliklarin devam ettigini
gostermektedir (Jobin vd., 2019; Cesitcioglu, 2025; Turhan, 2024).
Ornegin mahremiyet, Avrupa’da bireysel bir hak olarak merkezdedir; ancak
bazi iilkelerde toplumsal yarar mahremiyetin Oniine gegebilmektedir. Bu
nedenle “evrensel” degerler listesi olusturmak, ¢ogu zaman Bati merkezli
normlarin diger kiiltiirlere dayatilmasi riskini tagir (Gabriel, 2020; Han
vd., 2022; Wittmann ve Meynhardt, 2025). Dolayisiyla teknik ve normatif
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boyutlarin kesigiminde ciddi bir belirsizlik alani bulunmaktadir: YZ’yi
degerlerle uyumlu héle getirmek i¢in 6nce degerlerin dogasinin, kapsaminin
ve kiiltiirel gesitliliginin netlestirilmesi gerekmektedir.

4.2. Degerlerin Kodlanabilirligi Tartismasi

Degerlerin YZ’ye nasil aktarilacagi sorusu, yapay zeka etigi literatiirtindeki
en derin teorik tartigmalardan biridir. Sarikaya Tiinalp (2024), etik degerlerin
kodlanmasinin yalnizca teknik bir mesele olmadigini; degerlerin dogasi
geregi niiansl, baglama duyarli ve ogu zaman sozel olarak ifade edilemeyen
yapilar igerdigini vurgulamaktadir. Bu nedenle degerlerin “kural” olarak
kodlanmasi ¢ogu zaman indirgemeci olmakta; degerlerin biitiinciil anlami1
kaybolmaktadir.

Bu goriisii destekleyen ¢aligmalar, degerlerin  yalmzca davranigsal
oriintiilerden ¢ikarilamayacagini; ¢linkii davraniglarin  ardinda  kiiltiirel,
psikolojik, dini ve toplumsal baglamlarin yer aldigini gostermektedir (Galvao
vd., 2021; Turhan, 2024; Yigit vd., 2013). Ornegin bir toplumda “sayg:”
davranig1 goz temast kurmamak iken, bagka bir kiiltiirde tam tersi goz temasi
kurmak olabilir. YZ bu davraniglar1 yalnizca oriintii olarak gozlemlediginde
degerlerin gergek anlamini yakalamakta zorlanacaktir (Sarikaya Tiinalp, 2024;
Wittmann ve Meynhardt, 2025). Ayrica degerlerin dogrudan kodlanmast,
degerlerin olgiilebilir ve nicel hale getirilmesi riskini dogurmakta; bu da
degerleri indirgenmis bir veri nesnesine doniistiirmektedir (Ara, 2024;
Dignum, 2019; Vallor, 2015). Bu indirgeme, etik ve ahlaki derinligi olan
kavramlarin sadece “puanlayabilecegi” kategorilere sikigtirilmasina neden
olur. Boylelikle degerlerin gok katmanli dogas1 teknik uygunluk admna yok
olabilir.

4.3. Deger Uyumlamada Karsilasilan Zorluklar

Deger uyumlama problemi, teorik tartigmalarin otesinde pratik
uygulamalarda da ciddi zorluklar ortaya koymaktadir. Bunlarin baginda
seffaflik eksikligi gelmektedir. YZ sistemleri ¢ogu zaman “kara kutu”
niteligindedir ve nasil karar verdiklerini anlamak giigtiir (Ara, 2024; Dignum,
2019). Bu durum, dogru kararin etik karar olup olmadigini degerlendirmeyi
zorlagtirmaktadir.

Bir diger giigliik, sorumluluk zincirinin belirsizlesmesidir. Bir YZ sistemi
zarar verdiginde sorumlulugun gelistiricide mi, veri saglayicisinda mu,
kullanicida mu, yoksa sistemin kendisinde mi oldugu agik degildir (Bankins
ve Formosa, 2023; Ouchchy vd., 2020; Wittmann ve Meynhardt, 2025).
Bu belirsizlik, deger uyumlamayi teknik olarak miimkiin kilsa da etik agidan
uygulanamaz kilmaktadir.
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Son olarak, deger uyumlama sistemleri veri setlerindeki Onyargilart
miras aldiginda, normatif olarak adil kararlar iiretmesi miimkiin degildir
(Gabriel, 2020; Han vd., 2022; Sarikaya Tiinalp, 2024). Ornegin yiz
tanima algoritmalarinin belirli etnik gruplarda daha fazla hata yapmasi,
algoritmalarin “degerleri” degil mevcut toplumsal esitsizlikleri yeniden
tiretmesinin bir sonucu olarak degerlendirilebilir (Ara, 2024; Jobin vd.,

2019).

5. Bireysel Diizeyde Degerlerin Yitimi: Ozerklik, Sorumluluk ve
Anlam

Insanin kendi iradesi iizerindeki kontroliinii kaybetme riskinin yani sira
insani degerleri nesnelestirme ve aragsallagtirma potansiyeline sahip oldugu
varsayimi YZ'nin ortaya ¢ikardigi sorunlarin en baginda yer almaktadir
(Han vd., 2022). Gabriel (2020)’in, “deger uyumlama” (value alignment)
sorununa dikkat ¢ekerek, algoritmalarin teknik performansla sinirli kalmasi
hilinde toplumsal adalet ve etik ilkelerin diglanabilecegi goriisii de Han vd.,
(2022)’nin goriigiinii destekler niteliktedir. Etik ve degerler baglaminda
esas mesele; insanin 6z degerlerini, kiiltiirel mirasin1 ve toplumsal giiven
duygusunu muhafaza edebilmesidir. Bu baglamda “degerlerin yitimi”
yalnizca bireysel bir kayip degil, toplumsal biitiinliigii ve insanlk tarihinin
etik temelini tehdit eden ¢ok boyutlu bir sorun olarak degerlendirilebilir.

YZ c¢aginda bireysel diizeyde degerlerin aginmasi; Ozerklik, ahlaki
muhakeme, anlamli ig deneyimi ve eylem sorumlulugu gibi temel insani
kapasitelere iligkin ciddi tartigmalar1  beraberinde getirmektedir (Ara,
2024; Han vd., 2022; Vallor, 2015). Bu aginma, teknolojinin bireysel
karar siireglerine miidahalesi, dikkat ekonomisinin yonlendirmeleri,
kigisel tercihlerin algoritmik bigimde ¢ergevelenmesi ve emek siireglerinin
doniigmesi gibi pek gok faktoriin ortak etkisiyle ortaya ¢tkmaktadir (Bankins
ve Formosa, 2023; Sarikaya Tiinalp, 2024; Turan, 2024). Yapilan ¢aligmalar,
bireyin deger iiretme kapasitesinin giderek digsal sistemlere devredildigini,
bunun da bireyin ahlaki reflekslerini ve 6znel kontrol duygusunu zayiflattigini
gostermektedir (Gabriel, 2020; Sutrop, 2020; Wittmann ve Meynhardt,
2025).

5.1. Ozerklik Kaybi ve Algoritmik Yonlendirme

YZ sistemlerinin yalmzca teknik dogruluk degil, ayn1 zamanda toplumlarin
temel degerleri ve kiiltiirel kodlar: ile uyumlu olmas: gerektigi konusunun
da tartigilmasi gerekmekte ve YZ’nin insani degerlerle uyumlu bir sekilde
caligabilmesi igin, etik teorilerin ve insani degerlerin YZ algoritmalarini
gelistirme siireglerine daha derinlemesine entegre edilmesi gerekmektedir
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(Turan, 2024). Degerler, insanlarin duygu, diisiince ve davraniglarin
yonlendiren temel bir pusula niteligindedir ve ailevi, ahlaki, insani ya da
toplumsal boyutlarda farkli gruplandirlabilir. Tiim bu ¢esitlilik iginde
degerlerin hiyerargik bir yapiya sahip olmasi, bireyin hangi kogulda hangi
degeri onceliklendirecegini belirler; 6rnegin, insan beyninde, hayatta kalma
daha oncelikli oldugu igin korku sevgiden 6nce gelir (Cesitcioglu, 2025).

Bireysel oOzerklik, kisinin kendi tercihleri tizerinde bilingli denetim
kurabilmesi anlamina gelir. Ancak YZ destekli dijital sistemler, kullanicilarin
davraniglarini 6neri algoritmalari, otomatik simiflandirma, kigisel reklamlar
ve igerik filtreleri yoluyla goriinmez bigimde yonlendirmekte ve 6zerkligi
zayiflatabilmektedir (Dar1 ve Kogyigit, 2024; Han vd., 2022). Ornegin
Ara (2024)’nin kapsamli incelemesi, geffaf olmayan Oneri sistemlerinin
kullanicilarin deger Onceliklerini dolayli bi¢gimde sekillendirdigini; bireyin
hangi bilgiye maruz kalacagini belirleyerek karar siireglerini etkiledigini
ortaya koymaktadir.

Sutrop (2020), teknolojinin  bireyin iradesi iizerindeki baski
olusturabilecegini ve kiginin “kendi degerleriyle” uyumlu se¢imler yaptigini
zannederken aslinda algoritmalar tarafindan yonlendirildigini belirtir. Gabriel
(2020) ise algoritmik yonlendirme ile etik degerlerin garpitilmas: arasinda
dogrudan bir iligki bulundugunu; yanls hizalanmig (misaligned) sistemlerin
bireyin karar 6zgiirliigiinii zayiflatabilecegini vurgular. Benzer bigimde Turan
(2024), dyjital vicdan kavramui iizerinden bireysel 6zerkligin dijital ortamda
agindigini; kullanicilarin etik muhakeme yerine hazir algoritmik 6nerilere
yoneldigini ileri stirmektedir. Bu bulgular, teknolojinin 6zerkligi destekleyen
bir arag olmaktan ¢ikip, deger tercihlerini gekillendiren bir normatif giig
haline geldigini gostermektedir (Han vd., 2022; Sarikaya Tinalp, 2024;
Yigit vd., 2013).

5.2. Ahlaki Muhakemenin Zayiflamasi

Ahlaki yargi, insanin deneyim, iliski ve sorumluluk yoluyla gelistirdigi
temel bir kapasitedir. Ancak YZ’nin karar alanlarini giderek devralmasi,
bireylerin ahlaki muhakeme becerilerini daha az kullanmasina ve bu
becerilerin zamanla korelmesine yol agabilmektedir. Vallor (2015), bunu
“ahlaki yetkinliklerde korelme” (moral deskilling) kavramiyla agiklarken
erdemli davranma kapasitesinin  teknolojiye bagimliik  sonucunda
zayifladigini belirtmigti. Han vd. (2022), fenomenolojik bakis agisiyla
teknolojinin insanin degerleri deneyimleme bi¢imini degistirdigini ve bunun
ahlaki kararlar iizerinde zayiflatic1 etki yaptigini vurgular.
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Sarikaya Tiinalp (2024), bu durumu Milgram’in itaat deneyleri iizerinden
degerlendirerek, insanlarin otorite figiirlerine itaat etme egiliminin dijital
cagda “algoritmik otoriteye” itaat olarak yeniden iiretildigini belirtmektedir.
Kullanicilar, algoritmanin 6nerdigi davraniglari ¢ogu zaman diigsiinmeden
kabul eder; bu siiregte ahlaki muhakeme adimlari devre digi kalabilir.
Ara (2024) da otomatik karar verme sistemlerinin agir1 kullaniminin
bireyin elegtirel diigiinme kapasitesini azalttigini ve etik duyarhligin yerine
otomatik uyumu getirdigini belirtmektedir. Bu nedenle YZ ¢aginda ahlaki
yetkinliklerde korelme, bireyin yalmzca karar verme yetkinligini degil, ayn
zamanda degerleri igsellestirme ve eylemsel sorumluluk alma kapasitesini
zayiflatan bir risk alani olarak degerlendirilmektedir.

5.3. Yapay Zeka Uygulamalarinda Sorumluluk Sorunu

YZ sistemlerinin karar verme siireglerine dihil olmasi, bireylerin ve
kurumlarin sorumluluk alma bigimlerini de doniistiirmektedir. Ouchchy
vd. (2020), YZ sistemlerinde sorumluluk zincirinin belirsizlesmesini
sorumluluk agig1 (responsibility gap) kavramiyla agiklamakta; YZ bir hata
yaptiginda sorumlulugun kime ait oldugunu belirlemenin ¢ogu zaman
miimkiin olmadigini ifade etmektedir. Bu durum, bireyin kendi eylemlerinin
sonuglariyla yiizlesme kapasitesini zayiflatmaktadhr.

Bankins ve Formosa (2023)’nin is diinyasina iliskin bulgular, YZ
sistemlerinin kullandigr otomasyon siireglerinin ¢alisanlarda “sorumluluk
devri” egilimine neden oldugunu; ¢aliganlarin kendilerini kararlarinin sahibi
olarak degil, algoritmalarin ytiriitiiciisii olarak gormeye bagladiklarini ortaya
koymaktadir. Asil (2025) da YZ etigine iliskin ¢aligmasinda, hesap verebilirlik
ve sorumluluk ilkelerinin YZ uygulamalarinda sik sik ihlal edildigini; bunun
da kurumlardaki etik kiiltiirii agindirdigini vurgulamaktadir.

Sutrop (2020), sorumluluk erozyonunun yalnizca teknik bir problem
olmadigini; ayni zamanda etik degerlerin toplumun farkli seviyelerinde
nasil dagitildigini etkileyen bir normatif’ sorun oldugunu belirtmektedir.
Bu nedenle YZ’nin sorumlulugu belirsizlestiren yapisi, bireysel degerlerin
stirekliligini ve etik davranig kapasitesini zayiflatmaktadhr.

6. Toplumsal ve Kiiltiirel Diizeyde Deger Yitimi

YZ’nin toplumsal baglamda etik sorunlari; mahremiyet, gozetim ve
onyargi gibi kritik baghklarin yani sira veri giivenligi, adaletsizlik, seffaflik
cksikligi ve hesap verebilirlik boglugu, sorumluluk zincirinin belirsizligi
ve insan Ozerkliginin zayiflamasini kapsamaktadir (Ara, 2024; Jobin vd.,
2019). Literatiirde, dijital oliimstizlik (Dede, 2024) ve sosyal medya
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platformlarinda yapay zeka kullaniminin, bireylerin kimliklerini ve kiiltiirel
hafizay1 yeniden insa ettigi ve bunun da insani degerlerin yapaylagtirilmasina
yol agtig1 tartiglmaktadir (Galvao vd., 2021; Turhan, 2024). Literatiirde
bu durum, “insanin robotlagmasi ve robotlarin insanlagmasi” gibi popiiler
ama derinlikli bir metaforla agiklanmaktadir. Bu metafor, insani degerlerin
mekanik siireglere devredilmesiyle birlikte ortaya ¢ikan yabancilagma stirecini
isaret etmektedir. Turan (2024)’mn “dyjital vicdan” kavrami, bu baglamda
dikkat ¢ekici bir 6neri sunmaktadir. Turan’a gore, bireylerin ve kurumlarin
dijital ortamda etik sorumluluk bilinci gelistirmesi, yapay zekda ¢aginda
toplumsal degerlerin korunmast igin temel bir gerekliliktir.

Yapay zeka gaginda degerlerin aginmasi yalnizca bireysel diizeyde 6zerklik
ve ahlaki kapasitenin zayiflamast ile sinirh degildir; ayni zamanda kiiltiirel
hafizanin, toplumsal normlarin, medya sistemlerinin ve kolektif davranig
kaliplarinin yeniden gekillendigi genis capli bir doniisiim alanina isaret
etmektedir (Dar1 ve Kogyigit, 2024; Galvao vd., 2021; Tarhan, 2024).
Dijital kiiltiir; hiz, performans, goriiniirliik, kigisellegtirilmis igerik ve
stirekli etkilegim gibi yeni normlar iireterek toplumsal degerleri bir yandan
doniigtiirmekte, diger yandan goriinmez bi¢imde agindirmaktadir (Ara,
2024; Gabriel, 2020; Yigit vd., 2013). Bu doniigiim, literatiirde siklikla
“ahlaki erozyon”, “dijital yabancilagma” ve “degerlerin yapaylagtiriimasi”
metaforlariyla agiklanmakta ve kokten bir Kkiiltiirel doniigiime isaret
etmektedir (Degismis, 2024; Han vd., 2022; Sutrop, 2020).

6.1. Dijital Olumsiizliik, Kimlik ve Kiiltiirel Hafizanin
Yapaylagmasi

Dijital oliimsiizliik, bireylerin dijital izleri, gevrimigi profilleri, yapay
zeka avatarlar1 ve veri temelli kigilik modelleri araciligiyla 6liimden sonra
dahi dyjital varliklarinin siirdiiriilmesi siirecini ifade eder. Galvao vd. (2021),
djjital oliimsiizliik pratiklerinin insan degerleriyle ¢elisen karmagik bir temsil
alan1 yarattigini; algoritmalarin kigilik 6zelliklerini yeniden {iretirken insani
degerlerin yalmzca segilmig bir kismini yansittigini belirtmiglerdir. Bu siireg,
kiiltiirel hafiza agisindan biiylik bir kirilma yaratmaktadir; ¢iinkii dijital
izlerin segimi, depolanmasi ve iglenmesi, bireyin degerlerinin biitiinctil degil,
algoritmik olarak segilmis bir temsiline dayanmaktadr.

Turhan (2024) dyital hafizayl, teolojik ve teknolojik perspektifleri
birlestirerek incelemekte ve dijital kimlik, dijital yagam ve dijital 6liim
kavramlarinin  geleneksel, Kkiiltiirel ve ahlaki kodlar1 zayiflattigim
savunmaktadir. Ona gore dijital kimlikler, ger¢ek kimliklerin pargalanmug,
secilmig ve algoritmik olarak iglenmis versiyonlaridir. Bu durum, kiiltiirel
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hafizanin yapay bir zeminde yeniden kurulmasi anlamina gelir. Han vd.
(2022) teknolojinin insanin yagam gorevlerini yeniden bigimlendirdigini; bu
nedenle dijital hafiza pratiklerinin deger hiyerarsisini dogrudan etkiledigini
belirtmektedirler.  Cesitcioglu’'nun  (2025) bulgulart da  bu  gorisi
desteklemektedir: Dijital platformlarda 6ne ¢ikan degerler, kiiltiirel mirasin
ya da toplumsal hafizanin degil, algoritmik goriiniirliigiin belirleyiciligine
gore sekillenmektedir. Boylece Kkiiltiirel hafiza, kolektif segicilik yerine
algoritmik segiciligin yon verdigi bir yapiya doniismektedir (Galvao vd.,
2021; Han vd., 2022; Turhan, 2024; Yigit vd., 2013).

6.2. Yapay Zeka Destekli Medya Ekosistemi ve Degerler

Medya, toplumlarin deger iiretiminde, bilgi dolagiminda ve kamusal
tartigmalarin sekillenmesinde kritik bir rol oynamaktadir. Yapay zeka destekli
igerik tretim araglari, haber akig modelleri, algoritmik siralama sistemleri
ve kigisellestirilmis medya ortamlari, bu roliin niteligini koklii bir bigimde
degistirmektedir (Ara, 2024; Gabriel, 2020). Dar1 ve Kogyigit (2024)’in
medya etigi itizerine vyiiriittiikleri ¢ahiymalarinda YZ’nin haber {iretim
stireglerinde  sorumluluk, dogruluk, seffatlik ve hesap verebilirlik gibi
degerleri tehdit eden yeni riskler yarattig1 ortaya konmaktadir.

Ozellikle kisisellestirilmis igerik sistemleri, hangi bilginin goriiniir
olacagma, hangi olaylarin haberlestirilecegine ve hangi goriislerin 6ne
cikarilacagina karar vererek toplumsal degerlerin goriiniirliigiinii yeniden
diizenlemektedir (Ara, 2024; Galvio vd., 2021; Sutrop, 2020). Bu,
degerlerin dijital algoritmalar tarafindan “yapay bigimde segilmesi” anlamina
gelmektedir. Ornegin sosyal medya filtre balonlari, bireyleri kendi diisiince
tarzlarina uygun igeriklerle sinirladigindan empati, karsiliklilik, ¢ogulculuk
ve uzlagma gibi degerlerin toplumdaki goriiniirligii azalmakta; kutuplagma,
ofke ve rekabet gibi duygular daha sik tegvik edilmektedir (Han vd., 2022;
Gabriel, 2020; Turhan, 2024).

YZ’ninmedyaiiretimindeki otomasyonu, gazetecilik etiginin zayiflamasina
ve haberin degerinin “tiklanabilirlik” ile 6lgtilmesine yol a¢gmaktadir. Bu
durum, gazeteciligin toplumsal roliinii, kamusal fayda iiretme konusundaki
degerini ve etik sorumluluk bilincini agindirmaktadir (Ara, 2024; Dar1 ve
Kogyigit, 2024; Wittmann ve Meynhardt, 2025).

6.3. Ahlaki Erozyon ve Hiz Kiiltiirii

Hiz kiiltiirti, dijital ¢agin en belirgin toplumsal normlarindan biridir.
Degismis (2024), hizh tiikketim, hizli etkilesim ve hizli karar mekanizmasinin,
ahlaki muhakemeyi zayiflatarak degerlerin goriinmez bi¢imde aginmasina
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yol agtigini belirtmigtir. Dijital platformlarda zaman, dikkat ve igerik iiretimi
veri ekonomisinin merkezinde yer aldig: i¢in sabir, emek, derinlik ve uzun
vadeli diisiinme gibi degerler geri plana itilmektedir (Turan, 2024; Yigit vd.,
2013).

Gabriel (2020), hiz kiiltiriniin etik kararlar {izerinde bozucu etki
olusturdugunu; ¢iinkii hizli karar siireglerinin alternatifleri diigiinme, olasi
zararlar1 degerlendirme ve etik sonuglar1 tartma kapasitesini zayiflattigini ileri
stirmektedir. Han vd. (2022), teknolojinin hizli etkilesim mekanizmalarinin
bireyin duygusal ve biligsel siireglerini yeniden diizenledigini; bunun ahlaki
degerlerin igsellestirme bigimlerini de degistirdigini  belirtmektedirler.
Turan (2024) da, “djjital vicdan” kavramu ile hiz kiiltiirii kargisinda bireyin
sorumluluk bilincini ve etik reflekslerini koruma geregine vurgu yapmaktadir.
Dijital vicdan, teknolojinin yonlendirdigi hizli tiiketim kiiltiiriine karg
degerlerin igsel kontroliinii destekleyen etik bir ¢ergeve sunmaktadir
(Sarikaya Tiinalp, 2024; Vallor, 2015).

6.4. Toplumsal Giiven ve Ortak Degerlerin Zayiflamasi

Toplumsal giiven, toplumsal yasamun siirdiiriilebilirligi i¢in hayati bir
oneme sahiptir. Ancak YZ temelli gozetim sistemleri, kigisel veri ihlalleri,
algoritmik ayrimcilik ve yanls bilgi ekosistemlerinin geniglemesi, toplumsal
giivenin kirilmasina yol agmaktadir (Ara, 2024; Gabriel, 2020; Jobin
vd., 2019). Bu baglamda Ara (2024), seffaf olmayan YZ modellerinin
kullanicr giivenini zayiflattigint ve bu durumun dijital ortamlarda toplumsal
giiven krizini derinlestirdigini ifade etmektedir. Jobin vd. (2019) de,
kiiresel etik kilavuzlardaki ilkelerin ¢ogunun uygulanabilir mekanizmalara
doniigmedigini; bu nedenle YZ’nin toplumsal giiven agisindan potansiyel
riskler tagidigini vurgulamaktadirlar. Han vd. (2022) ise teknolojinin insanin
duygusal ve toplumsal bag kurma bigimini degistirdigini; bu nedenle giivenin
dijital diinyada daha kirilgan hile geldigini belirtmektedirler. Bu durum
toplumsal giivenin zayiflamasina yol agmakta; toplumsal giivenin zayiflamasi
ise ortak degerlerin etrafinda bulugmayi giiglestirmekte; toplumun ortak bir
etik zemin tizerinde birlesmesini zorlagtirmaktadir.

6.5. Degerlerin Toplumsal Diizeyde Asinmasinin Sonuglari

Yapay zekanin gelecekteki roliine iliskin temel kaygilardan biri de,
toplumsal degerleri aragsallagtirma potansiyeli gergevesinde, hiz ve kolaylik
kiiltiiriinii tegvik ederek dayanigma ve sabir gibi geleneksel degerleri gorece
geri plana itmesi ve bireysel ¢ikarlarin kolektif' yararin 6niine ge¢mesine
zemin hazirlamasidir (Gabriel, 2020). Bu durum, Turan’in (2024) “dijital
vicdan” kavramuyla agiklanabilir: Dijital ortamda bireylerin ve kurumlarin
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etik sorumluluk bilinci geligtirmemesi, degerlerin yitimini hizlandirmaktadir.
Literatiirde ise bu stire¢ “ahlaki erozyon” kavrami ile agiklanmaktadir
(Degismis, 2024). Vallor (2015), makine ¢aginda insanin ahlaki becerilerinin
korelme (deskilling) riskiyle karsi karsiya oldugunu savunurken; Bankins
ve Formosa (2023) ise i yerinde yapay zekd kullaniminin “anlamli ig”
deneyimini zayiflatabilecegini, bunun da bireylerin degerlerle bagim
koparabilecegini vurgulamiglardir. Toplumsal diizeyde degerlerin yitimi;
kolektif hafizanin yapaylagmasi (Galvao vd., 2021; Han vd., 2022; Yigit vd.
2013), kamusal alanin algoritmik doniigiimii (Ara, 2024; Dar1 ve Kogyigit
2024; Gabriel 2020) ve ahlaki normlarin goriinmez bigimde zayiflamasi
(Degismis, 2024; Han vd. 2022; Vallor, 2015) sonucunu dogurmaktadir. Bu
sonuglar, degerlerin yalnizca bireysel degil, kolektit diizeyde de zayifladigini
gostermektedir.

7. Yapay Zeka Etigi Ilkeleri ve Sinirlari

Yapay zeka etik ilkeleri, YZ sistemlerinin giivenli, adil, seffaf ve insan
odakli bigimde galigmasini saglayacak normatif gergeveyi tanimlar. Ancak
kiiresel literatiir, etik ilkelerin evrensel diizeyde tanimlanmasina ragmen
uygulamada ciddi farkliliklar oldugunu gostermektedir (Ara, 2024; Dignum,
2019; Jobin vd., 2019). Bu nedenle YZ etigi, yalnizca ilke belirleme siireci
degil, ayn1 zamanda bu ilkelerin kiiltiirel baglamda nasil yorumlandigy,
pratikte nasil uygulandigi ve hangi alanlarda sinirlarina ulastigi konusunda
da kapsamli bir tartigma gerektirmektedir.

7.1. Yapay Zeka Etiginin Temel Ilkeleri

Kiiresel YZ etik literatiiriinde en ¢ok kabul goren ilkeler, ¢ok sayida
iilkede, kurumda ve danigma kurulunda benzer sekilde tekrar edilmektedir.
Jobin vd. (2019)’nin diinyadaki 84 YZ etik kilavuzunu inceledigi gigir agic
caliymada, en sik karsilagilan beyg ilke soyle belirlenmistir:

1. Adalet ve Esitlik

2. Seffaflik ve Agiklanabilirlik

3. Sorumluluk ve Hesap Verebilirlik
4. Mahremiyet ve Veri Koruma

5. Zararsizlik (Non-maleficence)

Bu ilkeler, Asil (2025)’1n sistematik incelemesinde ve Ara (2024)’nin YZ
seffafligr calismasinda da en merkezi normlar olarak yer almaktadir. Dignum
(2019), bu bes ilkeyt HSS/ART cergevesi (Hesapverebilirlik/Accountability-
Sorumluluk/Responsibility- Seffatlik/Transparency) ile agiklamig; modern
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YZ sistemlerinde bu ii¢ temel ilkenin saglanmasinin etik koruma agisindan
kritik oldugunu vurgulamistir. Sutrop (2020) ise etik ilkelerin yalmzca
teknik degil, kiiltiirel bir baglama sahip oldugunu; bu nedenle farkli deger
gruplart tarafindan farkli sekillerde yorumlanabilecegini ifade etmistir.
Han vd. (2022), fenomenolojik bakig agisiyla bu ilkelerin insan deneyimi
iginde somutlagmasi gerektigine dikkat ¢ekerlerken; Turan (2024) da benzer
bigimde, etik ilkelerin dijital vicdan gergevesinde kurumsal ve bireysel
diizeyde igsellestirilmesi gerektigini vurgulamigtir.

7.2. YZ Etigi llkelerinin Uygulanmasindaki Sorunlar

YZ etigi ilkelerinin uygulanmasi sorunlu bir alana isaret etmektedir.
Bu baglamda; ilkelerin uygulanmasmna yonelik sorunlar asagidaki gibi
siralanabilir:

7.2.1. Seffaflik paradoksu

YZ sistemlerinin karmagik yapisi, teknik ayrintilarin ifsasinin kullanicilar
i¢in anlagilmaz olmasina yol agabilir. Bu nedenle agiklanabilirlik ¢ogu zaman
“varmig gibi” sunulur (Ara, 2024; Han vd., 2022). Bankins ve Formosa
(2023), is yerlerinde kullanilan otomatiklestirilmis karar sistemlerinin ¢ogu
zaman ¢alisanlara agiklanmadigini; bunun da giiven krizini giiglendirdigini
belirtmektedirler. Jobin vd. (2019) 84 kiiresel etik kilavuzunu inceledikleri
caliymalarinda; evrensel diizeyde “seffaflik, adalet, zarar vermeme,
sorumluluk ve mahremiyet” ilkelerinin tekrarlandigina, ancak bunlarin
uygulanmasinda ciddi farklibiklar bulunduguna dikkat g¢ekmiglerdir. Bu
durum, yalnizca teknik degil, ayn1 zamanda Kkiiltiirel ve politik baglamlarin
da etik ilkelerin yorumlanmasinda belirleyici oldugunu ortaya koymaktadir.
Tiirkiye baglaminda dile getirilen bir bagka kaygi da, ulusal stratejilerde
etik ilkelere yer verilmesine ragmen, pratikte bu ilkelerin gogunlukla kagit
tizerinde kalmasidir (Cesitcioglu, 2025). Bu durum, toplumsal degerlerin
yalnizca soylem diizeyinde savunuldugunun, ancak gercek uygulamalarda
erozyona ugradiginin giiglii bir gostergesi olarak degerlendirilebilir.

7.2.2. Sorumluluk boslugu

Ouchchy vd. (2020), YZ’nin hataya neden oldugu durumlarda
sorumlulugun agik bigimde tamimlanamadigini ve bunun etik denetimi
zayiflatngini ifade etmektedirler. Asil (2025), YZ sistemlerinde sorumluluk
boslugunun uygulamada en ciddi sorunlardan biri oldugunu vurgulamaktadur.
Turan (2024), bu boglugun dijital vicdani zayiflattigini; kurumsal sorumluluk
bilincinin aginmasina neden oldugunu belirtmektedir.
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7.2.3. Adalet ve 6nyarg: sorunlari

YZ sistemleri veri setlerindeki egitsizlikleri yeniden tiretme egilimindedir.
Han vd. (2022) ve Sarikaya Tiinalp (2024), yanhs hizalanmig veri
modellerinin sosyal onyargilar1 algoritmik bi¢imde giiglendirdigini; bunun
da toplumsal adalet agisindan biiyiik bir risk oldugunu belirtmektedir. Jobin
vd. (2019), etik kilavuzlarda “adalet” baghginin sik tekrarlanmasina ragmen
uygulamada bu ilkenin zayif oldugunu ifade etmislerdir.

7.2.4. Kiiltiirel baglamdan kopukluk

Etik ilkeler ¢ogu zaman evrenselmis gibi sunulur; ancak Turhan (2024)
ve Cesitcioglu (2025) kiiltiirel degerlerin goz ardr edildigini ve bunun
yerel baglamlarda etik kopukluk yarattigini ifade etmiglerdir. Sutrop
(2020), degerlerin kiiltiire] dokusunun goz ardr edilmesinin etik ilke-pratik
uyumsuzlugun temel nedeni oldugunu vurgulamugtir.

7.3. YZ Etigi Ilkelerinde Kiiltiirel ve Felsefi Sinirlar

Degerlerin kiiltiirel olarak degisken oldugu gergegi, YZ etigi ilkelerinin
evrensellestirilmesi konusunda felsefi bir gerilim yaratmaktadir. Gabriel
(2020), etik ilkelerin kiiltiirel baglamdan koparilarak “evrensel norm” haline
getirilmesinin, YZ sistemlerinde deger dayatmasina yol agabilecegini ifade
etmigti. Han vd. (2022) de benzer bi¢imde degerlerin fenomenolojik
kokenine dikkat ¢ekerek, etik ilkelerin bireyin yasam deneyimi i¢inde anlam
kazandigini savunmuglardir.

Turhan (2024), dyjital kimlik, 6liim gibi konularin dini ve kiiltiirel anlamlar
tagidigini, bu nedenle YZ etigi ilkelerinin kiiltiirlerarasi farklihiklar: dikkate
almadan uygulanamayacagini vurgulamaktadir. Sutrop (2020), YZ etigi
ilkelerinin felsefi olarak soyut kaldigini; gogu zaman toplumsal pratiklerden
kopuk oldugunu belirtmektedir. Bu goriisler, kiiltiirel gesitliligin dikkate
alinmadig: bir YZ etigi gercevesinin degerlerin yitimini durduramayacagini
gostermektedir.

7.4. Yapay Zeka Baglaminda Etik Ilkelerin Kapsami ve Sinirlart

Kiiresel literatiir, YZ etigi ilkelerinin gerekli oldugunu ancak tek bagina
yeterli olmadigini agik bigimde ortaya koymaktadir (Gabriel, 2020; Han vd.,
2022). Birgok aragtirmaci, etik ilkelerin uygulamaya doniigmedigi siirece
kagit iizerinde kaldigini, “iyi niyet beyan:” olmanin Otesine ge¢medigini
vurgulamaktadirlar (Ara, 2024; Dignum, 2019). Ayrica degerlerin yalmizca
teknik protokoller olarak tanimlanmasi, onlarin sosyal, kiiltiirel ve ahlaki
derinliginin goz ard: edilmesi sorununu giindeme getirebilir (Sarikaya
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Tiinalp, 2024; Sutrop, 2020). Bu nedenle literatiirde, etik ilkelerin yonetigim
mekanizmalar, kiiltiirel deger uyumu, kurumsal etik kiiltiirii ve bireysel
djjital vicdan ile birlikte ele alinmasi gerektigine dikkat ¢ekilmektedir.

8. Yapay Zeka Caginda Degerlerin Yitimi ve Toplumsal Doniisiim

Yapay zekd ¢aginda toplumsal gelecegin nasil sekillenecegi, degerlerin
korunup korunamayacagiyla dogrudan iliskilidir. Dijital kiiltiiriin deger
hiyerargisini doniistiirdiigii, bireysel ve toplumsal diizeyde ahlaki erozyona
yol agtig1 ve karar siireglerinde algoritmik normlarin belirleyici hile geldigi
giiniimiizde, YZ’nin gelecekte nasil bir toplumsal diizen yaratacag temel
bir sorunsal olarak one ¢tkmaktadir (Gabriel, 2020; Han vd., 2022; Turan,
2024). Kiiresel literatiir, degerlerin yitimi ile gelecegin geligkili bigimde hem
firsatlar hem de tehlikeler igerdigini gostermektedir (Ara, 2024; Galvao vd.,
2021; Jobin vd., 2019).

8.1. Insanin Robotlagmasi ve Robotlarin Insanlagmast Paradoksu

YZ ¢aginda en sik tartigilan metaforlardan biri, “insanin robotlagmasi ve
robotlarin insanlagmasi”dir. Vallor (2015), djjital ¢agda insanin pratik bilgelik
ve erdem gelistirme kapasitesinin zayifladigini; hizli, otomatik ve yiizeysel
kararlarin insan1 “ahlaki olarak basitlestirilmis™ bir varliga doniistiirdiigiinii
ifade eder. Bu durum, Han vd. (2022)’nin fenomenolojik analizleriyle
ortiigmektedir:  Teknoloji, insanin  degerleri deneyimleme  bigimini
doniigtiirmekte ve bireyi makine mantigina daha fazla yaklastirmaktadir.

Ote yandan YZ sistemleri, ozellikle duygusal etkilesim robotlari, dijital
avatarlar ve hafiza simiilasyonlar1 aracihgiyla insan Ozelliklerini taklit
edebilmekte; Galvao vd. (2021), dijital oliimsiizliik projelerinde YZ’nin
adeta insan duygularini ve kimligini taklit ederek “insanvari” bir varolug
sergiledigini ifade etmektedirler. Turhan (2024) da bu yapay insanlagma
stirecinin dini, kiiltiirel ve ahlaki normlarda derin kirilmalar yarattigini ifade
etmektedir. Bu ¢ift yonli doniigiim “insanin makinelesmesi, makinenin
insanlagmas1”, degerlerin hangi zeminde korunabilecegi sorusunu daha
karmagik hale getirmektedir.

8.2. Ahlaki Erozyonun Toplumsal Sonuglar1

Ahlaki erozyon, yalnizca bireysel etik duyarlihgin zayiflamasi anlamina
gelmez; ayni zamanda toplumsal iliskilerin ¢oziilmesi, giivenin zayiflamasi ve
ortak degerlerin kaybolmasi gibi daha genig sonuglar yaratir (Dar1 ve Kogyigit,
2024; Degismis, 2024; Yigit vd., 2013). Sosyal medya algoritmalarinin
kutuplagmayr artirmasi, yanhg bilgi ekosisteminin = genislemesi ve
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kigisellestirilmis igerik iiretimi, toplumsal degerlerin goriiniirliigiinii bozarak
bireyleri ortak bir etik zeminden uzaklagtirmaktadir (Ara, 2024; Gabriel,
2020; Han vd., 2022).

Taran (2024), dyital vicdamin zayiflamasini kolektif bir risk olarak
degerlendirmekte ve dijital ¢agda etik sorumlulugun yalmz bireylerden
degil, kurumlar ve bilgi sistemlerinden de talep edilmesi gerektigini
vurgulamaktadir. Asil (2025) ise etik ilkelerin uygulanmadigr bir dijital
ckosistemin, toplumsal degerlere zarar verdigini ve bireylerin dijital
sistemlere duydugu giiveni zayiflattigini ifade etmektedir. Bu nedenle ahlaki
erozyon, gelecekte toplumsal uyum, dayanigma ve sosyal biitiinliik agisindan
kritik riskler tagimaktadir (Han vd., 2022; Jobin vd., 2019; Sutrop, 2020).

8.3. Degerlerin Kiiltiirel Olarak Yeniden Sekillenmesi

YZ c¢aginda degerlerin gelecegi, kiiltiirel karsihklilk ve gesitlilik
baglaminda daha da 6nem kazanmaktadir. Jobin vd. (2019), etik ilkelerin
farkli kiiltiirlerde farkli bi¢imlerde yorumlandigini; bu nedenle evrensel
etik gergevelerin uygulanmasinin = sinirh  kaldigini  ifade  etmiglerdir.
Turhan (2024), dijital kimlik ve hafiza pratiklerinin kiiltiire] normlar
doniistiirdiigiinii ve o6zellikle geleneksel degerlerin yapay dijital ortamlarda
yeniden anlamlandirildigint savunmaktadir.

Cesitcioglu (2025), kiiltiirel degerlerin dijital platformlarda hiz kiiltiirii
nedeniyle goriiniirlik kaybma ugradigini ve vyerel degerlerin kiiresel
algoritmalar kargisinda zayifladigini belirtilmektedir. Han vd. (2022) ise
teknolojinin kiiltiirel anlamlandirma siireglerini doniigtiirdiigiinii; bunun
degerlerin gelecegini dogrudan belirledigini ifade etmislerdir. Bu baglamda
YZ, Kkiiltiirel degerlerin tagiyicis1 olmaktan gok, Kkiiltiirel doniigiimiin
hizlandiricist haline gelmektedir (Galvao vd., 2021; Sutrop, 2020; Wittmann
ve Meynhardt, 2025).

8.4. Gelecegin Etik Rejimi: Dijital Vicdan, Hesap Verebilirlik ve
Insani Merkezlilik

Gelecegin etik rejimi, yalnizca teknik protokollerle degil, dijital vicdanin
giiglendirilmesi ve insani degerlerin korunmasiyla miimkiin olabilir
(Dignum, 2019; Sarikaya Tiinalp, 2024). Turan (2024), bireylerin ve
kurumlarin dijital ortamda etik sorumluluk bilinci geligtirmesini, degerlerin
yitimini durdurabilecek en kritik unsur olarak gormektedir. Ara (2024),
seffaflik ve agiklanabilirligin gelecekte toplumsal giiveni yeniden tesis etmek
i¢in zorunlu oldugunu vurgulamaktadir.
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Han vd. (2022) ise gelecekte YZ sistemlerinin fenomenolojik etik
ile uyumlu ¢aligmas: gerektigini, yani degerlerin insan deneyimi i¢inde
anlam kazandig1 g6z Oniinde bulundurularak tasarlanmasi gerektigini
belirmektedirler. Dignum (2019) ise hesap verebilirlik mekanizmalarinin
olugturulmadigs hi¢bir dijital sistemin etik agidan stirdiirtilebilir olamayacagini
savunmaktadir.

Sonug ve Genel Degerlendirme

Yapay zeka caginda etik ve degerlerin yitimi, yalnizca teknolojik bir
doniigiimiin yan etkisi degil, ¢ok katmanli ve ¢ok aktorlii bir toplumsal
sorun alamdir. Bu ¢aligma, dijital doniigiimiin deger hiyerarsisini yeniden
diizenledigini, bireysel Ozerkligi zayiflattigini  ve  kiiltiirel hafizay
yapaylagtirdigini  literatiire dayali bigimde ortaya koymaktadir. YZ
sistemlerinin bilgi akisini, davranig Ortintiilerini ve toplumsal etkilegim
bigimlerini bigimlendiren sosyo-teknik aktorler olarak yiikselisi, degerlerin
dogal akig i¢inde gelismesini engellemekte; bunun yerine algoritmik 6ncelikler
tarafindan gekillendirilen yapay bir deger ekosistemi ortaya ¢ikmaktadr.

Cahgmanin temel degerlendirmelerinden biri, YZ’nin hiz, verimlilik
ve performans gibi dijital kiiltiiriin Onceliklerini giiglendirirken; sabur,
dayanigma, empati ve kargilikhilik gibi insani degerleri geri plana ittigidir.
Bu durum, degerlerin yalnizca bireysel diizeyde degil, toplumsal diizeyde
de goriinmez bigimde erozyona ugradigini gostermektedir. Ahlaki erozyon
kavramu, dijital gagin bireyler tizerindeki hiz odakl baskisinin degerleri nasil
agindirdigini agiklayan 6énemli bir gergevedir.

Deger uyumlama (value alignment) tartigmalari, bu galiyma agisindan
kritik bir 6nem tagimaktadir. YZ’nin teknik bagar1 hedeflerinin etik degerlerle
uyumlu olmamasinin toplumsal adaletsizlik {iretmesi olasidir. Ayrica dijital
oltimsiizliik tartigmasi, dyjital kimlik ve kiiltiirel hafizanin algoritmik segicilik
tarafindan sekillendirilmesi gibi yeni alanlarin, degerlerin gelecegi agisindan
kritik gerilim noktalar1 ortaya ¢ikarmaktadir. Dijital hafiza projeleri, bireylerin
degerlerinin segilmig bir kismimi temsil ederek kiiltiirel miras1 yapay bir
zeminde yeniden tiretmektedir. Bu durum, degerlerin yalnizca bugiiniin
degil, gelecegin de kaybina yol agabilecek bir kirilmayi igaret etmektedir.

Bireysel diizeyde ise ahlaki muhakeme kapasitesinin zayiflamasi,
algoritmik otoriteye agir1 bagimlilik ve sorumluluk deger yitiminin 6ne
¢tkan boyutlaridir. Bu bulgular, bireyin etik reflekslerini dijital sistemlere
devrettigini ve karar siireglerinin giderek otomatiklestigini gostermektedir.

Sonug olarak yapay zeka ¢aginda etik ve degerlerin yitimi, yalnizca gelecege
dair bir ihtimal degil; halihazirda yaganmakta olan somut bir gergeklik olarak
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degerlendirilmelidir. Bu nedenle hem teknoloji tasarimcilarinin hem politika
yapicilarin hem de bireylerin dijital ekosistemde etik sorumluluk bilincini
artiracak mekanizmalar gelistirmesi kaginilmazdir. YZ ¢aginda degerlerin
korunmast, teknik ¢oziimlerle sinirli olmayan; kiiltiirel, toplumsal ve felsefi
boyutlar1 olan genis bir etik meydan okumasi olarak degerlendirilebilir.
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