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Ozet

Bu boliimiin kavramsal omurgasi yapay zeka sermayesi (Al Capital), insan

-yapay zeka (Human-AlI) entegrasyonu ve Homo Symbiotica yaklagimlar:

iizerine kuruludur. Boliimde, iiretken yapay zekinin kurumsal deger

dretimini yalnizca teknoloji yatirimi tzerinden degil; beceri doniistimii,

cekirdek siireglerin yeniden tasarimi ve risk yonetigimi yoluyla yeniden
sekillendirdigini ileri stirmektedir. Bu siireg, entelektiiel/insan/fiziksel sermaye

ayrimlarim biitiiniiyle ikame etmekten ziyade, bu unsurlar1 yeni bir sosyo-

teknik sermaye bilesimi iginde yeniden konumlandirmaktadir. Bu ¢ergevede
Al Capital, yapay zeka teknolojilerine iliskin bilgi, beceri ve yetkinliklerden
olusan bir vektor olarak tanimlanir ve bireysel/orgiitsel diizeylerde yapay

zekanin 1§ baglaminda uygulanabilirligini ve deger yaratma kapasitesini

temsil eder. Boliimde ortaya atilan Homo Symbiotica kavramu ise belirsizlik

ve ¢ok-anlamliligin yiiksek oldugu karar baglamlarinda yapay zekanin insan

biligini ikame etmekten ziyade genigletmesi (augmenting, not replacing)

ilkesine dayanir; insan—yapay zeka tamamlayiciligini isboliimii, denetim ve

sorumluluk hatlar1 tizerinden bir “ortak galiyma protokolii”ne doniistiirmeyi
amaglar. Nihai olarak boliim, orgiitlerde ve yiiksek riskli alanlarda insan—
yapay zeka entegrasyonunun agiklanabilir ortak karar, miidahale edilebilirlik
ve risk yonetigimi ilkeleriyle kurumsallagtirilmasini; bu amagla NIST AT RMF

ile UNESCO etik ilkelerinin referans alinmasini onermektedir.
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1. Girig

Kiiresel Covid-19 salginindan sonra 6zellikle 2020 yilindan itibaren
kurumlarin degisen kogullara daha hizli adapte olabilmesi gittik¢e 6nem
kazanmig bu anlamda birgok farkli sektorde i§ gorme siireglerini hizlandiran
tiretken yapay zeka (YZ) kullanimi da diinya genelinde yayginlagmaya
baglamugtir. Zira pandemi sonrast ekonomi artik veri, algoritma ve insanYZ
ortak tiretimi tizerine gekillenen hibrit bir yapiya evrilmigtir. Bu anlamda Covid-
19’un yalmizca bir toplum sagligi krizi degil; devletlerin kapasitesini, kurumlarin
adaptasyon yetenegini, dayaniklihgini, isgiiciiniin niteligini, dijital dontigiim
hizini, biiyiik veri isleme ihtiyacini, veri giivenligini ve kiiresel giig iliskilerini
sekillendirdigi boyle bir ortamin ise YZ’nin diinya sahnesine ¢ikmast igin biiyiik
bir firsat yarattigini soyleyebiliriz. Ciinkii tiretken YZ teknolojileri insanlar
tarafindan tasarlanan yazilim ve donanim sistemlerinin en geligmig yapilarindan
biri olarak kullanicinin kendisine sundugu hedefler ¢ergevesinde 6nemli 6lgiide
biiyiik veriler isleyebilmekte, diizenli veya diizensiz datalart mantikli bigcimde
analiz edebilmektedir (Hartmann vd., 2020) Ayrica birgok igin daha hizl
yapilmasina olanak taniyarak verimlilige 6nemli 6lgiide katki sunmaktadr.
12 Ekim 2022°de yayinlanan ABD Ulusal Giivenlik Stratejisinde iiretken YZ,
Amerika Birlegik Devletleri ve miittefiklerinin yatirim ve kullanimini tegvik
etmesi gereken teknolojilerden biri olarak listelemistir. Bu strateji kapsaminda
ABD savunma, saglik ve egitimde YZ yatirimlarin %35 artirmug; JAIC (Joint
Artificial Intelligence Center) gibi kurumlar yoluyla da stratejik sermaye
biriktirme politikalart geligtirmistir (Takagi, 2022). Yan1 sira bir¢ok kiiresel
sirketin YZ’ya yonelik ciddi anlamda yatirnmlarinin oldugu bilinmekte ve
2030%a kadar tiretken YZ teknolojilerinin kiiresel gayri safi hasila tizerindeki
etkisinin 15 trilyon dolar diizeyine ulagacagi da 6ngoriilmektedir (PwC, 2017;
PwC 2025). Aragtirmalar, YZy1 erken ve etkin bigimde benimseyen firmalarin
operasyonel verimliliklerinde yaklagik %20-30 oraninda artig sagladigini
ve gelirlerini ortalama %6 diizeyinde yiikseltebildigini gostermektedir.
McKinsey’nin 2023 raporu, yalnizca tiretken YZ’nin yillik 2,644 trilyon dolar
ck ekonomik deger yaratabileceginden bahsetmektedir. Boston Consulting
Group (BCG) ise ileri YZ kapasitesine sahip oncii sirketlerin, 2027 yilina
kadar YZ kaynakli gelir artisin1 %60 daha fazla ve maliyet diisiislerini %50
daha fazla 6ngordiigiini bildirmektedir. Boylesine ciddi tahminler, tek bagina
bircok iilkenin GSYTH’sina denk diigmektedir. YZ teknolojilerinin piyasaya
sunulmasindan yalnizca bir yil sonra sirketlerin yaklagik tigte biri, en az bir
i3 fonksiyonunda bu araglar1 diizenli olarak kullanmaya baglamistir. Yani YZ
artik ekonomik analizde “yan degisken” degil, birincil tiretim faktorii olarak
ongoriilebilir (BcG, 2024; Chui vd., 2023; PwC, 2017; PwC, 2025; Takagi,
2022).
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YZ’nin deger yaratiminin, ozellikle finansal hizmetler, yazihm gibi
dijitallemede 6nde gelen sektorlerde digerlerine gore daha giiglii oldugu
belirtilmektedir. Al’nin toplam deger iiretiminin gogunlugu ise ¢ekirdek is
fonksiyonlarinda gergeklesmektedir. Ornegin operasyon, satig/pazarlama ve
AR-GE gibi alanlarda daha ytiksek katki saglanirken, destek fonksiyonlarinin
katkis1 daha sinirlhidir. Bu sonug, teknolojik yatirimlarin tek bagina yeterli
olmadiginy, stratejik planlama, insan-siireg-teknoloji entegrasyonu ve olgun
kurumsal kabiliyetlerin bagarida kritik oldugunu vurgulamaktadir. Bu anlamda
YZ performanst yiiksek olan girketlerin tiretken YZ araglarini rakiplerinden gok
daha hizli benimsemelerinden kaynakli oldugu soylenebilir. Zira sirketlerin YZ
yatirimini artirmast rekabetci konumlarini giiglendirmekte ve uzun vadeli bagar1
i¢in bir gereklilik haline gelmektedir (BcG, 2024; Chui vd., 2023; PwC, 2017).
Benzer bigimde, Singapur bagta olmak tizere kiiresel 6l¢ekte CEO’larin yaklagik
%701, rekabet avantajlarini koruyabilmek amaciyla tiretken YZ yatirimlarin
hizlandirdiklarini ifade etmektedir (EY, 2023). Bu hizli adaptasyon siireci,
YZ sermayesini (Al Capital) erken donemde inga eden sirketlerin daha gevik,
yenilik¢i ve rekabetci bir yapiya kavustugunu gostermektedir.

Frey ve Osborne’a gore (2013) ise ABD’deki iglerin %47’sinin teknolojik
ilerlemeler kargisinda yiiksek risk altinda oldugu ifade edilmektedir. Elbette
bu tablo karamsar bir ¢ergeve ¢izmek zorunda degildir. Ciinkii her teknolojik
devrim, baz i alanlarin1 ortadan kaldirirken yenilerini dogurmaktadir. Diinya
Ekonomik Forumu’nun oniimiizdeki beg yildaki ig diinyasinin gelecegini
inceleyen yeni raporuna gore milyonlarca ig kaybr da yasanacag: fakat
giiniimiizde olmayan bir¢ok yeni is imkan1 da dogacaktir. Bu durum, YZ’nin
istthdami yok etmekten ¢ok yeniden tanimladigr anlamina gelebilir (WEE
2025). Nihayetinde 6zellikle 21. yiizyilin ikinci geyregi, insanlik tarihinin en
carpici doniigiimlerinden birine sahne olacaktir. Ciinkii YZ ile insan arasinda
sadece teknolojik degil, epistemolojik ve varolugsal bir biitiinlesme stireci
gelismeye baglamigtir. Bu siireg, bilgi iiretiminin niteligini, yontemini ve
znesini radikal bigimde yeniden tanimlamaktadir. Uretken YZ destekli biling
sistemlerinin savunma, saglik, kodlama gibi birgok farkli sektor ve alanda
gesitli Giretim siireglerine katki sunmasiyla birlikte artik bilimsel tiretim yalnizca
insan aklinin iirtinti olmaktan da oteye ge¢mis insan-YZ {irtinii olarak ortaya
¢tkmaya baglamugtir.
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2. AT Capital (YZSermayesi)

Uretken YZ (Generative AI) sistemleri, 2020’lerin bagindan itibaren ig
yapis bigimlerinde koklii degisimler yaratmugtir. YZ OECD tarafindan yeni bir
tiretkenlik kaynagi olarak tanimlamaktadir. YZ ekonomisinin makro diizeyde
etkilerini inceleyen ¢alismalarda, AI’nin ekonomik iiretkenlik tizerindeki etkisi
bir sermaye degiskeni olarak diigiiniilmeye baglandig gortilmektedir (OECD,
2024). Al yatirrmlarmin ekonomik giktiya katkisi, sadece fiziksel sermaye
degil; organizasyonel siiregler ve insan-Al etkilesimi gibi tamamlayici varliklari
da igeren bir sermaye seti olarak diistiniildiigiinde daha net anlagilmaktadir.
(National Academies, 2024). Ayrica 6nde gelen tilkelerin ulusal 6lgekte benzer
bir doniistim, hazirlig: igerisinde olduklar1 da gézlemlenmektedir. Zira tilkelerin
kamu yonetimi, veri-altyap: ve teknoloji ekosistemi bilesenlerindeki hazirligs,
ulusal rekabetgilik ve kamu deger tiretimiyle iligkilendirilebilir (Oxford Insights,
2024; Stanford HAI, 2025; Tortoise Media, 2024).

AI Capital kavrami, akademik literatiirde sinirli ancak dikkat gekici
bir sekilde kullanilmaya baglanmugtir. Bilindigi tizere entelektiiel sermaye,
igletmenin sahip oldugu bilgi birikimi, ¢aligan yetkinlikleri, patent ve
teknolojik altyapr gibi maddi olmayan varliklarin toplamini ifade etmektedir
(Ozdemir ve Karakog, 2018). Al Capital ise bireylerin YZ'ya iliskin bilgi,
beceri ve yetkinlik stokunu temsil eden entelektiiel sermayenin 6zellikle
insan sermayesi boyutunu giiglendiren bir tamamlayici kaynak olarak uygun
yonetigim ve dinamik kabiliyetler aracihgiyla karar verme, tasarim ve tiriin/
hizmet geligtirme siireglerinde katma deger iiretimine doniisebilmektedir.
Zira literatiire bakildiginda ise Drydakis’in (2023; 2024) ¢aliymalar1 YZ
sermayesini Becker’in insan sermayesi teorisi ile Spence’in sinyalleme teorisi
gergevesinde ele almaktadir. Bu baglamda Drydakis (2023) ¢aligmasinda,
“Al Capital” terimini, YZ teknolojileriyle ilgili bilgi, beceri ve yeteneklerin
bir vektorii olarak tanimlanmug ve siireci isgiicli piyasasi, ticretler ve beceri
doniigiimii ekseninde degerlendirmistir. Aragtirma YZ alanindaki bilgi, beceri
ve yeteneklerin toplami, YZ sistemlerinin entegrasyonu igin gereken altyapi ve
veriler ve orgiitiin YZ’yi benimseme konusundaki kurumsal yetkinligini YZ
sermayesinin 6nemli unsurlar olarak ifade etmektedir (Drydakis, 2024). Bu
kavramin, hem maddi olmayan varliklar (know-how; algoritmalar, veriler) hem
de organizasyonel yetkinlikler (inovasyon kiiltiirii, uyum kapasitesi) gibi farkli
boyutlar1 da igerdigi diigtiniilmektedir. Ayrica Carissimo ve Korecki’nin (2024)
sermayeyi tarihsel olarak evrilen bir sistem ve kimi kosullarda optimizasyon
nitelikleri tagryan bir yapi olarak ele alan yaklagimi, AI Capital yalnizca
teknoloji yatirimi degil; veri, yetkinlik ve yonetisim bilesiminden olusan
sosyo-teknik bir sermaye olarak kavramsallagtirma girisimlerine kuramsal bir
arka plan saglayabilir.
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Uretken YZ teknolojilerinin hizla yayginlagmasi, isletmelerin ve kamu
kurumlarinin deger tiretim mantigin1 yalmzca teknoloji yatirimi diizeyinde
degil; yeni beceri ve kabiliyet gereksinimleri, risklerin yonetimi ve gekirdek
stireglerin yeniden tasarimi diizeyinde de doniistiirmektedir. Bu doniigiim,
entelektiiel sermaye, insan sermayesi ve fiziksel sermaye gibi geleneksel sermaye
ayrimlarini tek bagina gegersiz kilmaktan ziyade, bu unsurlar1 yeni bir sosyo-
teknik sermaye bilegim igerisinde yeniden diizenlemeye zorlamaktadir (Chui
vd., 2023).Bu baglamda Al Capital, yalnizca algoritmik/dijital altyapidan
ibaret olmayan; (i) teknoloji yigin1 ve kurumsal YZ uygulamalari, (ii) veri
varlig1 ve veri yOnetigimi, (iii) bireysel/Orgiitsel YZ yetkinlikleri ve 6grenme
kapasitesi, (iv) etik, uyum ve risk yonetimi bilesenlerinin birlikte trettigi
biitiinlegik bir sermaye tiirli olarak kavramsallagtirilabilir (Chui vd., 2023).
Nitekim tiretken YZ’nin, kurum igi bilgi yonetimini doniigtiirerek galiganlarin
depolanmig kurumsal bilgiye kendi dilleri tizerinden erigimini kolaylagtirmast;
daha hizli ve daha isabetli karar alma ile strateji gelistirmeyi destekleyebilecegi

belirtilmektedir (Chui vd., 2023).

Drydakis’in (2024) ¢alismasindaki 6nemli olan bir diger bulgu ise YZ
sermayesinin lcret tekliflerine etki etmesidir. Bu etkinin ozellikle 250°den
fazla galigan1 olan biiyiik firmalarda belirginlestigine deginilmektedir. Bulgular,
YZ’nin yalnizca teknolojik bir yatirim degil, ayni zamanda yeni ve bagimsiz
bir sermaye tiirii olarak ele alinmasi gerektigini ortaya koymaktadir (Drydakis,
2024).

Ogrcnebilen, yeniden egitilebilen, Olgeklenebilen, iiretken YZ modelleri
ve bunlarin olusturdugu kolektif deger bu kavramin olugmasinda biiyiik bir
oneme sahiptir. Al Capital, sirketlerin YZ bilgi ve yetenek birikimini (insan
kaynagi dahil) ve teknolojik altyapr ile veri ekosistemini kapsayan gok boyutlu
bir sermaye olarak ifade edilebilir. Ayrica kiiresel ekonomide siirdiiriilebilir
rekabet avantaji saglamak igin kritik bir unsurdur. Yapilan arastirmalar, YZ
teknolojilerini benimseyen ve bunlardan deger iireten sirketlerin finansal
performansta rakiplerini geride biraktigini ortaya koymaktadir. AI Capital
gelistirme stratejileri ise kurumlarin gelecegi agasindan artik kritik 6neme sahiptir.
Kurumlarin YZ’y1 siirdiiriilebilir bir rekabet avantajina doniistiirebilmeleri
agisindan kritik bir rol oynamaktadir. Uygulama 6rnekleri, AI Capital’in
gelistirilmesinde ii¢ temel stratejik boyutun 6ne ¢iktigini gostermektedir:
yetenek ve egitim, teknoloji ve altyapr yatirimlari ile proje ve kullanim alani
(use-case) se¢imi (Deloitte, 2022; McKinsey, 2023).

Bu baglamda YZ sermayesini anlamak, 6l¢gmek ve yonetmek ¢agimizin
onemli bir gerekliligi haline gelmistir. Buna yonelik olarak ozellikle 6nde
gelen danigmanlik sirketlerinin yayimladig: kiiresel raporlar, sirketlerin YZ
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adaptasyon ve kullanim diizeylerini degerlendirmek amaciyla olgunluk
(maturity) modelleri gelistirilmeye c¢aligildigini da gostermektedir. Bu
modeller, YZ’nin organizasyonel siireglere entegrasyon derecesini agamali
bigimde ele almakta ve genellikle baslangig, gelisen, olgun ve lider gibi seviyeler
tizerinden siniflandirmalar sunmaktadir (Boston Consulting Group 2023;
Boston Consulting Group 2024; Chui vd., 2023; Deloitte, 2022; EY, 2023;
McKinsey, 2023; PwC, 2017; PwC, 2025, Takagi, 2022).

Ornegin Deloitte’un AT olgunluk gergevesi, kurumlarin YZ’y1 deneysel
projelerden kurumsal 6lgekli uygulamalara tagima siireglerini sistematik olarak
ele alirken; BCG’nin yaklagimi, YZ’nin strateji, teknoloji, yetkinlik ve yonetisim
boyutlarinda nasil derinlestigini vurgulamaktadir (Boston Consulting Group
2024; Deloitte, 2022). Entegrasyon agamasinda, YZ uygulamalari tiretim
ortamlarina alarak temel ig siireglerine entegre edilmekte; veri altyapisi,
bulut biligim ¢6ziimleri ve Machine Learning Operations (MLOps) gibi
destekleyici teknolojik bilegenler kurumsallagtirilmaya ¢aligilmaktadir. Bunu
izleyen Olgekleme asamasinda, YZ uygulamalart kurum genelinde farkli birim
ve fonksiyonlara yayilmakta; standartlar, etik ilkeler ve yonetisim yapilari
olugturulmakta; calisanlarin uyumunu saglamak amaciyla sistematik egitim
programlar1 devreye alinmaktadir (Deloitte, 2022). Son agama olan Liderlik
ve Yenilik diizeyinde ise girketler, YZ alaninda endiistri lideri konumuna
ulagmakta; siirekli yeni modeller gelistirmekte ve hatta pazara YZ tabanh
yeni iiriin ve hizmetler sunmaktadir. Bu agamada AI Capital, sirketin en kritik
stratejik varliklarindan biri haline gelerek siirdiiriilebilir rekabet avantajinin
temel kaynagina doniigmektedir (Boston Consulting Group 2023; Boston
Consulting Group 2024).

Al Capital’in belki de en belirleyici unsuru yetenek ve egitim’dir. YZ
teknolojileri ne kadar gelismis olursa olsun, bu teknolojileri tasarlayan,
yoneten ve i§ siireclerine entegre eden insan kaynagi olmaksizin AI Capital’in
etkin bigimde olugmas1 miimkiin degildir. Bu nedenle sirketlerin, mevcut
caliganlarini YZ konusunda sistematik bigimde gelistirmeleri (kurum igi
egitim programlari, tiniversitelerle ig birlikleri, sertifikasyon programlart),
ayn1 zamanda disaridan nitelikli YZ uzmanlarini cezbedebilecek rekabetgi
licret ve cazip proje ortamlart sunmalar1 gerekmektedir. Nitekim Google’in,
kurum i¢i stirekli egitim programlari ve ig sertifikasyon mekanizmalari yoluyla
calisanlarinin YZ yetkinliklerini yayginlagtirdigi; IBM’in ise tiim galiganlara
temel YZ okuryazarligi kazandirmak amaciyla kiiresel 6lgekte bir egitim
seferberligi baglattig1 bilinmektedir (Google, 2023; IBM, 2022). Ek olarak
AT Capital kavramu birkag farkli teoriyle de iliskilendirilebilir.
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Kaynak tabanh goriig’e gore Al Capital, isletmeye deger yaratan ve uygun
kogullarda nadir/6zgiin nitelik kazanabilen bir kaynak seti olarak rekabet
avantajina katki saglayabilir (Barney, 1991; Dierickx ve Cool, 1989). Ancak
burada siirdiiriilebilir istiinliik, ¢ogu zaman tekil teknoloji ediniminden
ziyade zaman iginde biriken ve taklidi zorlagan “varlik stoklar1” ile orgiitsel
rutinlerin kiimiilatif gelisimine bagldir. Dinamik Yetenekler perspektifinde ise
kritik unsur, girketin YZ’y1 6grenme, biitiinlestirme ve yeniden yapilandirma
kapasitesidir (Teece vd., 1997). Bu kapasite, hizla degisen teknoloji ortaminda
uyum ve yenilenme performansini belirleyebilir. Bilgi yonetimi ve Orgiitsel
ogrenme literatiirii ise AI Capital’i besleyen siiregleri agiklamada tamamlayici
olabilmektedir. Zira kurumlar, YZ uygulamalarindan dogan veri/deneyim/“en
iyl uygulama” ¢iktisin1 kurumsal hatizaya gémerek 6grenmeyi rutinlestirir;
boylece bilgi yaratimi ve transferi kurumsallagir (Levitt ve March, 1988;
Nonaka, 1994; Argote, 2013). Ayrica bu doniisiimiin ekonomik/iiretkenlik
boyutunu ve YZ’nin ig stireglerinde deger iiretme potansiyelini daha 6nce yukari
deginilen kiiresel danigmanlik girketlerinin 6ngoriileri de desteklenmektedir
(Boston Consulting Group 2023; Boston Consulting Group 2024; Chui
vd., 2023; Deloitte, 2022; EY, 2023; McKinsey, 2023; PwC, 2017; PwC,
2025; Takagi, 2022).

Kurumsal strateji literatiiriinde ise bir girketin stirdiiriilebilir rekabet
ustiinliigii saglayabilmesi igin sahip oldugu kaynaklarin degerli, nadir, taklit
edilmesi zor ve orgiit tarafindan organize edilmis olmasi1 gerekmektedir
(Barney, 1991). AI Capital, tiim bu kriterleri kargilayan, dijital ¢agin stratejik
sermayesi olarak da ifade edilebilir. Bu kavramsal gergevede Al Capital, isgiicii
piyasasindaki bilgi birikimi ile isletme performansi arasinda koprii kuran bir
varlik olarak iglev gosterebilir, ¢linkii Al-ilgili yetenekler firmalarin iiretkenligini
artirabilir (Drydakis, 2024).

Goleman’in LinkedIn’de yayimlanan “EI (or EQ) in the age of AI — Part
One” adli ¢aligmasinda, YZ’min biligsel yeteneklerdeki ilerlemesine kargilik,
insanlarin duygusal zeka becerilerinin (EQ/EI) 6niimiizdeki donemde artan
bir stratejik 6nem tagtyacagi da vurgulanmaktadir (Goleman, 2025). Ayrica
Harvard, Stanford ve MIT gibi oncii aragtirma merkezlerinde yiiriitiilen
norobilim-YZ biitiinlesik ¢alismalar, affective computing temelli yaklagimlar
aracihigiyla YZ’nin insan duygularini algilama ve baglamsal olarak diizenleme
kapasitesini gelistirmeye yonelik hibrit protokollerin 6niinii agarken, bu
yonelim YZ ¢aginda duygusal zekanin liderlik, karar alma ve etik regiilasyon
agisindan da kritik hale geldigini vurgulayan ¢agdas duygusal zeka literatiiriiyle
kuramsal olarak ortiismektedir (Goleman, 2025; Goleman, 2006; Picard,
1997 Strong, 2024). Zira gelecekte saglik kayitlari, genomik veriler, fenotipik
davranig Oriintiileri, biligsel ritimler (odaklanma dongiileri), duygu analitigi,
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metabolik gostergeler ve norolojik veri akiglart gibi gok katmanli biyolojik
ve davranigsal verilerin, YZ destekli sistemler araciligiyla biitiinciil bi¢imde
islenebilir hile gelmesi olasidir. Bu gelisme, insanin yalnizca biyolojik bir
organizma olarak ele alindig1 geleneksel yaklagimlarin 6tesine gegilmesini
miimkiin kilabilecek yeni bir insan—teknoloji simbiyozu anlayigina isaret
etmektedir. Nitekim gliniimiizde devletlerin, bireylerin biyolojik varhigini ve
toplumsal refah diizeyini, YZ tarafindan analiz edilen saglik verilerine dayal
politikalar yoluyla iyilestirmeye calistiklar1 da soylenebilir. Ornegin Tiirkiye
de e-Nabiz ve MHRS iizerinden saglik verisini dijitallestirmis, radyoloji ve
goriintiileme alaninda YZ destekli uygulamalara deger vermigtir.

Ozetle, YZ sermayesi giiclii kurumlarin ve iilkelerin hem bugiiniin
rekabetinde hem yarinin belirsizliklerinde avantajli konumda olacag:
ongoriilmektedir. Nitekim “National AI Capital” kavramui blog diizeyinde
bir kavramsallagtirma olarak literatiire Onerilmistir. Ancak akademik metinde
bu tiir kaynaklar, ana dayanak degil, ikincil/baglamsal referans olarak sinirl
kullanilmamaktadir (Momcilovic, 2020). Insan sermayesi kapasitesiyle Al
kapasitesi arasindaki bag ise, iilkelerin beceri ve yetenek stoklarini izleyen insan
sermayesi endeksleriyle birlikte okunabilir (World Economic Forum, 2025).

3. Homo Symbiotica: Human-AI Entegrasyonu

Geleneksel akademik paradigmalar, YZ’y1 cogunlukla veri isleme, literatiir
tarama ya da otomasyon araci olarak konumlandirmigtir. Simbiyotik Bili, insan
ve YZ’nin birlikte 6grenebilen, gelisebilen ve bilimsel iiretim yapabilen ortak bir
biligsel yapi1 olarak tanimlanmaktadir. Bu kavram, yalnizca insanin bilgi {iretim
stirecindeki tekil roliinii sorgulamakla kalmaz; ayni zamanda YZ destekli bilingli
sistemlerin bilgiye epistemolojik katkisini sistematik olarak agiklamay1 hedefler
(Shanahan, 2022). Bu g¢ergevede simbiyotik bilis, klasik biligsel teorilerdeki
Ozne—nesne ayrimini ortadan kaldirarak, insan ve YZ’y1 e zamanl yeniden
konumlandirir. Diinya 6l¢eginde danigmanlhik ve aragtirma kurumlarinin iiretken
YZ’nin verimlilik ve ig tasarimi tizerindeki etkilerine iliskin 6ngoriileriyle
paralel bigimde, otomasyonun ileri bigimleri (6rn. “karanlik/lights-out” tiretim
uygulamalar1) isletmelerin sosyo-teknik doniigiimiinii goriiniir kilmaktadir
(Boston Consulting Group 2023; Boston Consulting Group 2024; Chui vd.,
2023; Deloitte, 2022; EY, 2023; McKinsey, 2023; PwC, 2017; PwC, 2025;
Takagi, 2022). Bu doniigiimiin nihai formu yalnizca teknolojik bir yenilesme
olarak degil; veri varlig1, insan yetkinlikleri ve yonetigim kapasitesinin birlikte
yeniden yapilandirildig: daha genig bir kurumsal evrim olarak ele alinmalidir.
Cilinkii AI Capital, yalmzca teknolojik donanim degil, ayn1 zamanda veri
varligy, insan kaynag yetkinlikleri ve yonetisim kapasitesini de kapsamakatadhr.
Nitekim giiniimiizde birgok sirket kurumsal YZ ¢oziimleri iizerine ¢aligmakta,
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baz1 girketlerde yonetim organlarinda Al danigmanlar gorev yapmaktadir. Bu
baglamda AI Capital, yalnizca donanim/yazilim yatirimlarini degil; kurumsal
veri varligini, YZ okuryazarligi ve beceri doniiglimiinii, ayrica etik-uyum-
risk yonetimi mimarisini kapsayan biitlinlesik bir sermaye bilesimi olarak
kavramsallagtirilabilir (Chui vd., 20235 McKinsey, 2025). Bununla birlikte, s6z
konusu doniigiimiin megruiyeti ve stirdiirtilebilirligi, insan onuru, insan haklari,
seffaflik ve sorumluluk ilkelerini merkeze alan yonetisim gergeveleriyle birlikte
tasarlanmalidir (UNESCO, 2021). Burada amag, ne “insan1 makinelegtirmek”
ne de “makineyi insanlagtirmak™tir; amag, biitiinlesik bir hibrit biling ve
dretim alan1 kurmaktir (Chui vd., 2023; McKinsey, 2025). Nitekim Homo
Symbiotica insan-YZ bakig agis1 ve birlikteligi ile insan ile YZ’nin birlikte
ogrenerek bilgi tiretmesi, karar vermesi siireci artik daha ¢ok gozle goriiliir
hale gelmistir. Bu baglamda AI Capital: sadece teknolojik degil, sezgisel ve
yaratici sermaye olarak da ifade edilebilmelidir.

Bu agidan bakildiginda Homo Symbiotica perspektifi, boylesine bir tabloyu
insan ve YZ’nin birlikte bilgi tiretimi ve karar destegi sagladig1 simbiyotik
caligma diizenekleri iizerinden agiklamaya cahgir. Tsletmelerde insan + AT
ekiplerinin gorev ayrigmasini, denetim ve sorumluluk hatlarini tanimlayan
bir “ortak ¢aligma protokolii” olarak konumlandirilabilir. Bu agidan da
Toplum 6.0’a dogru ilerleyen insanoglunun insan-YZ entegrasyonunun bir
ileri seviyesi insan-YZ simbiyozu olabilir. Ancak bu evrimin hizi ve yonii,
kurumsal yonetigim kapasitesi, orgiitsel geviklik ve beceri doniigiimiiniin
bagarisi tarafindan kogullanmaktadir.

Bu baglamda “Homo Symbiotica”, insanin YZ’y1 salt bir “ara¢” olmaktan
cikarip stirekli geri-beslemeli bir ortak iiretim bilegeni olarak konumlandirdigy;
buna kargin amag belirleme, deger/etik sorumluluk ve nihai hesap verebilirligi
insanda birakan insan—-YZ entegrasyon ve simbiyozunu agiklamak tizere
onerilen bir ¢at1 kavram olarak ele alinabilir. Bu gat1, orgiitsel karar verme
gibi belirsizlik, karmagiklik ve ¢ok-anlamliligin yiiksek oldugu baglamlarda,
YZ’nin analitik/hesaplamali kapasitesinin insan biligini ikame etmekten ziyade
genigletmesi (augmenting, not replacing) gerektigi varsayimina dayanarak insan
ve YZ’nin tamamlayicihigint merkezine alir (Jarrahi, 2018). Boylelikle Homo
Symbiotica, Human-Al entegrasyonu agisindan “tek bagina degil birlikte
daha iyi performans” hedefleyen insan sezgisi ile YZ’nin hesaplama giiciinii
hibrit zeka gatisi altinda birlestiren de bir anlamu ifade edebilir. Bu sayede iyi
tasarlanmig sistemlerin yiiksek insan kontrolii ile yiiksek otomasyonun birlikte
tasarlanmasini hedefleyerek insan performansini artirabilecegini 6ngoriir
(Shneiderman, 2020). Ayrica gelecekte bireylerin ve kurumlarin sadece bir
tiretim araci sahibi olarak degil, YZ ile simbiyotik iligki kurabilen organizmalar
haline gelmesi de olasidir. Bu yaklagim, “her birinin tek bagina yapabileceginden
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daha iyi performans” iiretmeyi hedefleyen Hybrid Intelligence anlayigiyla
ayn1 eksende konumlanabilir; Homo Symbiotica bu ekseni, insanin sezgisel—
biitlinciil muhakemesini korurken YZ’nin hesaplamali giictinden yararlanan
tamamlayici igboliimii tasarimina genisletir (Dellermann vd., 2019; Jarrahi,
2018).

Ayrica Homo Symbiotica, 1yi tasarlanmig sistemlerde “yiiksek insan
kontrolii” ile “yiiksek otomasyonun birlikte hedeflenebilecegini; performansin
yalniz verimlilikle degil, insanin 6zyeterlik, ustalik, yaraticilik ve sorumluluk
¢iktilariyla da degerlendirilmesi gerektigini ileri stiren HCAI ¢izgisiyle tutarlidir
(Shneiderman, 2020). Bu gergevede insan—YZ entegrasyonu ozellikle yiiksek
riskli alanlarda agiklanabilir ortak karar, miidahale edilebilirlik ve risk yonetigimi
ilkeleriyle yapilandiriimalidir; NIST’in AI Risk Management Framework’ii bu
yonetisim mimarisinin kurumsallagtirilmasina uygun bir referans sunar (Tabassi,
2023). Benzer bigimde, saglik baglaminda insan kontrolii ve agiklanabilirligi
gii¢lendiren, kullaniciya sinirl yeniden-yapilandirma (reconfiguration) imkani
taniyan etkilesim paradigmasi 6rnekleri, Homo Symbiotica’nin tasarim
varsayimlarina 6rnektir (Desolda vd., 2024). Ayrica bu simbiyotik diizenin
normatif sinirlari; insan onuru, insan haklari, seffaflik ve sorumluluk ilkelerini
merkezine alan UNESCO’nun 2021 tarihli Tavsiye Kararryla uyumlu bigimde
gergevelenmesi gerekliligi de goz ardir edilmemelidir (UNESCO, 2021).
Yoneticiler i¢in bu durum, Human-Al entegrasyonunun yalniz yazilim degil;
beceri gelistirme, gorev yeniden tasarimi ve risk yonetigimi ile birlikte ele
alinmasi gerektigini gostermektedir (Drydakis, 2024; NIST, 2023). Ayrica
insan-YZ entegrasyonu siirecinin verimlilik tizerindeki etkisinin ancak insan
kontrolii ve risk yonetigimi ile birlikte anlamlr hale gelmest, iiretkenlik paradoksu
literatiiriinde tartistlan “uygulama gecikmeleri” ve “tamamlayict yatirimlar”
arglimanlarini da diistindiirmektedir (Brynjolfsson vd., 2017).

4. Yapay Zeka Ve Insan Arasindaki Simbiyotik ligki

Son 60 yili agkin bir siiredir devam eden ilerleme, mobil internet, biiyiik
veri, sliper bilgisayar, sensor aglar1 ve beyin bilimi de dahil olmak {izere yeni
teorilerin ve yeni teknolojilerin hizla gelismesine tanik oldu. Hem yeni teoriler
ve teknolojiler hem de sosyoekonomik kalkinmaya yonelik giiglii talep tarafindan
yonlendirilen YZ hizla gelisti. Derin 6grenme, sinir Gtesi entegrasyon, insan-
bilgisayar igbirligi, grup zeka paylagimi ve serbest manevra gibi bir dizi yeni
ozellik ortaya ¢tkmugtir (MOST, 2017). Bilim ve teknoloji arasindaki iliski,
Hurdun (1994) su ifadesiyle 6rneklendirilebilir: “Bilim, yeni teknolojiler
tiretmek i¢in bir aragtir ve teknoloji, bilimin sinurlarini genigletmek igin bir
aragtir” (Hurd, 1994). Canlilarin ya da organizmalarin hayatta kalabilmek igin
diger canhlarla kurdugu bu iliski biyolojide simbiyoz olarak tanimlanmaktadir
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(Demirel, 2022). Simbiyoz alanindaki teori, metodolojiler ve vaka ¢aligmalari
yaklagik 30 yildir gelismektedir (Zhang, 2015).

“Simbiyoz” terimi, 1879 yilinda Anton de Bary tarafindan Yunancadan
(“birlikte yagama™) biyolojiye kazandirilmustir (Darlington, 1951). Simbiyoz,
“iki tiir veya organizma ¢esidinin yakin, siirekli bir arada yagamas1” anlamina
gelen biyolojik bir terimdir (Encyclopedia Britannica, 1992). 20. yiizyilda
endiistriyel ekolojinin gelismesiyle birlikte, dogal sistemlerdeki simbiyoz,
endiistrilerin nasil etkilesimde bulunduguna dair bir benzetme olarak benimsendi
ve kisa stirede kendi bagina bir aragtirma alani haline geldi (Harper ve Graedel,
2004; Korhonen, 2004). Bazilari igin simbiyoz, bireysel yagam miicadelesinden
farkliyd1 ve onunla ¢elisiyordu; digerleri i¢in ise onu somutlagtirtyordu. Bazilart
i¢in, yeni bireylerin sentezi ve tiirlerin kokeni i¢in evrensel bir mekanizma
anlamina geliyordu; digerleri igin ise her zaman tamamlayici bir ilke olacakt1.
Yine digerleri igin ise, dogal diinyanin biitiinliigiinii anlamak i¢in bir 6rnek
teskil ediyordu. Ancak baz1 kisilerin simbiyotik birlikteliklerde gordiigii birlik,
bilimsel bilginin “kazanilmighg:” agisindan degerlendirilmelidir (Sapp, 1994).

Simbiyotik iligkilerin 6ziinde, organizmalarin (Orgiite indirgersek
caliganlarin) varhiklarini siirdiirme ugraglar: vardir. Genel olarak karsilikli yarar
elde etme amaci tagtyan simbiyotik iliskiler, iki ya da daha fazla kiginin ortak ya
da belirli bir hedef yoniinde bir eyleme girigmeleridir (Miicevher, 2021). Bilim
ve insan gelisimi bundan sonra daha fazla simbiyotik bir baga ihtiyag duyacaktir.
Bu birlegme, bu yeni melezlesme simbiyozu, yeni bir kimligini yaratacak ve
farkli 6zellikler, birbirleriyle ¢ekigsmeli bir bagimlilik i¢inde baglantili olan
belirli islevsellik seviyelerinde yeniden ortaya ¢ikacaktir (Baj¢inovci, 2016).
Bilim ve teknoloji arasindaki simbiyotik iligkiyi gii¢lendiren eski bilim-teknoloji
paradigmasindaki degigimlerden biri, hem bilimin hem de teknolojinin igini
yapacak yeni “araglarin” belirlenmesi olmustur (Wiens, 1999).

YZ teknolojileri ile insan arasindaki etkilesim giiniimiizde giderek daha
fazla simbiyotik bir yapiya biirtinmektedir (Zeytin ve Gengay, 2019). Yagam
bigimimiz ve yagam anlayisimiz igin teknoloji, o kadar temel bir unsurdur ki,
yagam hakkindaki kavramlarimizdan ve anlayigimizdan ayrilamaz bir parga
haline gelmistir (Wiens, 1999).

Bilimsel agidan ise, YZ ve insan arasindaki simbiyotik iliski, disiplinleraras:
aragtirmalarin odaginda yer almaktadir (Ali, 2016). Simbiyotik Bilim, biyolojik
ve teknolojik sistemlerin kargilikli etkilesimini inceleyerek insan-toplum ve
YZ entegrasyonunun yeni bir perspektifini sunar (Demirel, 2022). Bu bilim
dali, teknolojinin sadece bir arag degil, insan yasaminin dogal bir uzantis1 ve
partneri olarak goriilmesi gerektigini savunur (Miicevher, 2021). Bu baglamda,
simbiyotik iliski, hem bireysel, hem orgiitsel, hem de toplumsal diizeyde YZ
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destegi ile karar almayi saglayarak verimliligi ve adaptasyon yetenegini artirir
(Yoon vd., 2022).

YZ ve insan arasindaki simbiyotik iligki, teknolojinin insan yagamina
derinlemesine entegre olmasiyla birlikte karsilikli faydaya dayanan bir
ortaklik olarak ortaya ¢ikmaktadir (Demirel, 2022). Bu simbiyoz, bireysel
performansi artirmanin yani sira toplumsal etkilegimleri ve orgiitsel yapilar
da gii¢lendirmektedir (Stone vd., 2012). Simbiyotik baglamda YZ, insanlarin
formal ve informal organizasyonlar iginde daha gevik ve uyumlu hareket
etmelerini miimkiin kilmaktadir (Ali, 2016). Bu iligki, YZ’nin insanin dogal
yeteneklerini tamamlayarak, bilgi isleme ve karar alma stireglerinde destek
sunmastyla gekillenir (Miicevher, 2021). Ayrica bu teknoloji, insan ve makine
arasindaki ig birligini artirarak, karmagik problemlerin ¢oziimiinde birlikte
ogrenme ve adaptasyon yeteneklerini gelistirmektedir (Yoon vd., 2022).

5. YZ Etik, Hukuk Ve Evrensel Beyanname

Son yillarda YZ alaninda yaganan hizli gelismeler neticesinde YZ ile hukuk
arasinda simbiyotik bir etkilesim dogmaya baslamigtir. Bu manada hukuk,
YZ’y1 diizenlemeye galisirken YZ da hukuk uygulamalarini doniigtiirmektedir
(Zeytin ve Gengay, 2019). Ayrica Y Zsistemlerinin ¢esitli alanlardaki kullanimi
gesitli etik sorunlar1 da beraberinde getirmistir (Maral, 2024). Ancak YZ ile
ilgili potansiyel kabul edildiginde, sadece teknik degil, ayn1 zamanda etik
sonuglart da kaginilmaz olmaktadir (Efe, 2021). Celebi ve Inal (2019) her
ne kadar robot ya da bilgisayar sisteminin etiksel statiisii olsa bile insanin
etiksel statiisii kadar yiiksek bir statiiye sahip olmadigini ifade etmektedirler.

Bir YZ sisteminin kendisini iireten kigiye kargt sorumlu olabilecegi bir
sorumluluk entegresi gerekli goriilmektedir. (Celebi ve Inal, 2019). Ornegin,
Amazon’un ige alim stireglerinde kullandig1 YZ tabanli sistem, ge¢mis verilerden
ogrenerek kadin adaylara kargt onyargili kararlar almistir. Bu sistem, erkek
adaylarin tercih edilmesi yoniinde bir egilim gostermis ve kadin adaylari
otomatik olarak elemistir. Benzer bir sekilde, saglik hizmetlerinde de siyahi
hastalara yonelik ayrimei kararlar alarak onlara daha diigiik 6ncelik vermistir.
Bu gibi ornekler, YZ’nin veri setlerindeki 6nyargilar1 nasil pekistirdigini ve
toplumsal egitsizlikleri nasil derinlestirdigini gostermektedir. Bu 6rnekler,
YZ’nin toplumsal stireglerde nasil etik sorunlar yaratabilecegini gozler 6niine
sermektedir (Maral, 2024).

Bunun altindaki temel neden ise birgok agidan bir robot ya da bilgisayar
sisteminin insandan farkli olmasidir. Ornegin etiksel olarak bir robot ya da
bilgisayar sistemi adam Oldiirmenin kotii oldugunu kendisine yiiklendigi
program ile bilir. Ayn1 zamanda bu robot ya da bilgisayar sistemi, kendisine
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“calmak yanligtir” programi yiiklenmemis ise robot ve bilgisayar sistemi
calmanin yanlhs bir sey oldugunu bilmeyecektir. Dolayisiyla, bir YZ sistemine
yapay etik entegre edilmedigi taktirde bu durum insan 1rki ve dogada yagayan
diger canhlar igin ¢ok biiyiik sikintilar tegkil edecektir (Celebi, 2017, 9).

Hukuksal diizenlemelerle birlikte, YZ’nin etik kullanimi i¢in uluslararas:
diizeyde igbirligi ve standartlar geligtirilmesi 6nem tagimaktadir. Bu gergevede,
Y Z’nin insan haklarina uygunlugu, ayrimcilik yapmamasi ve toplum yararina
hizmet etmesi temel etik prensipler olarak kabul edilir. Insan ve YZ arasindaki
simbiyotik iligki, bu etik degerler 19181nda sekillendiginde, hem bireylerin haklar
korunur hem de teknolojinin sundugu firsatlar adil sekilde kullanilabilir (Floridi
vd., 2018). Bu baglamda YZ’nin yiikseligi, disiplinler aras: bir ig birligini
ve etik agidan daha dikkatli bir yaklagimi zorunlu kilmaktadir. Teknolojinin
getirdigi firsatlarin yan sira, etik ikilemlerin ve risklerin de farkinda olunmali
ve bu dogrultuda sosyal bilimlerde YZ’nin sorumlu bir gekilde kullanimi1
saglanmahdir (Maral, 2024).

Son donemlerde YZ sistemlerinin hukuki statiisii halen daha tartigma
konusudur. Bazi hukukgular, bu sistemlerin birer hukuk 6znesi olup
olmayacagini tartigmaya devam ederken bazilar1 ise, YZ’nin yalnizca bir
ara¢ mi1 yoksa kendi bagina sorumluluk tagtyan bir varlik m1 oldugunun dair
tartigmayi stirdiirmektedirler (Zeytin ve Gengay, 2019). Bunun altindaki temel
neden ise YZ’nin insan hayatindaki kullanim alanlarinin gittikge artmasina
ragmen toplum ve birey agisindan bazi sakincalara ve insan haklari ihlallerine
neden olabilecek durumlara da sebebiyet vermesidir (Bolayir, 2024). Ustiine
istlitk YZ sistemlerinin hatali kararlarinda sorumlulugun kime ait olacagi
konusu, mevcut hukuk diizenleri agisindan da net degildir (Zeytin ve Gengay,
2019). Bolayir (2024), YZ sistemlerinin insan haklar1 izerindeki potansiyel
risklerine dikkat ¢ekmekte ve bu teknolojilerin hukuk tarafindan mutlaka
denetlenmesi gerektigini savunmaktadir. YZ teknolojilerinin tirettigi sonuglar
dikkate alindiginda, denetim siirecinde hukuk, ekonomi ve sosyoloji gibi farkl
alanlara dair uzman bilgisine gereksinim duyulabilecegini de eklemektedir
(Bolay1r,2024). Dolayu ile etik ilkeler, YZ’nin insan haklarina zarar vermeyecek
sekilde kullanilmasini garanti altina almak igin kritik 6nemdedir. Tiirkiye
Yapay Zeka Inisiyatifi'nin 2024 tarihli raporunda, insan odaklilik, seffaflik ve
hesap verebilirlik gibi ilkeler 6n plana ¢ikarilmistir. Ayni rapor, YZ'nin etik
kurallara uygunlugunu denetleyecek bagimsiz kurullarin olugturulmasini da
onermektedir (Trai, 2024: 18).

YZ teknolojilerinin insanliga biiyiik hizmetler sunabilecegi ve tiim iilkelerin
bunlardan faydalanabilecegi goz oniine alindiginda, ancak ayni zamanda
temel etik endiseleri de beraberinde getirdigi diisiintildiiglinde; 6rnegin,
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yerlestirebilecekleri ve giddetlendirebilecekleri 6nyargilar, potansiyel olarak
ayrimcihiga, esitsizlige, dijital ugurumlara, diglanmaya ve kiiltiirel, sosyal ve
biyolojik gesitlilige ve sosyal veya ekonomik boliinmelere yol agabilmektedir.
YZ ve insan arasindaki baglanti, teknolojik gelismelerin hukuk alaninda yarattigt
yeni diizenleme ihtiyaglariyla birlikte uluslararas: hukukta giderek daha fazla
tartigilan bir konu haline gelmigtir (UNESCO, 2021). YZ ve insan arasindaki
hukuki baglanti, uluslararas: hukuk ilkeleri ve farkl: iilkelerin diizenlemeleri
araciligiyla sekillenmektedir (UNESCO, 2021; European Commission, 2023;
NIST, 2025; State Council of China, 2022). Bu diizenlemeler, YZ’nin etik
ve hukuki gergevede gelistirilip kullanilmasini saglarken insan haklarinin
korunmasina ve teknolojinin giivenilirligine de katkida bulunmaktadir.

Tablo 1: Ulkelerin Hukuki Model-Etik Oncelik ve Denetim Tovzmna Give

Karsilastwmasi
Kriter Tiirkiye AB ABD Cin UK Kanada
Etik Insan odakli, |Insan 1novasyon Giivenlik ve | Sorumluluk, |Esitlik, adalet
Yaklagim rehberlik, merkezli, odakli, kontrol odakl | agiklik
farkindalik | baglayicr etik | goniilliilitk
ilkeler esash

Hukuki Mevzuat Baglayict Sektor bazli, |Giiglii devlet |Esnek ve Hak temelli
Diizenleme |giincelleniyor, |yasalar (AT |suurli federal |regiilasyonu, |sektor bazli  |ve katilimet

uluslararast  |Act), GDPR |yasa kapsamlt
uyum hedefi yasalar
Uygulama | Edk kurullar, | Yaptirimh Rehberler; Devlet Tlke odakl: Toplumsal
ve Denetim | pilot projeler |denetim, gonillii kontroliive  |denetim katithm
standart standartlar  [siki denetim
zorunlulugu

Hukuki diizenlemelerin uyumlu gekilde gelistirilmesi, hem bireylerin
haklarinin korunmasi1 hem de teknolojik ilerlemenin siirdiiriilebilirligi
agisindan kritik bir énem tagimaktadir (Bolayir, 2024). Ornegin, Avrupa
Parlamentosu Ekim 2020°de YZ sistemleri, robotik ve ilgili teknolojilerin etik
boyutlarina iliskin bir gergeve ve YZ igin sorumluluk rejimi konusunda Avrupa
Komisyonu’na tavsiyeler i¢eren kararlari kabul etmistir (European Comission,
2018). YZ ile ilgili uygulamalarda dikkate alinmasi gereken uluslararasr ilkeler
mevcuttur. Bunlardan en 6nemlileri OECD tarafindan belirlenmis ilkeler
ile Montreal Bildirgesinde belirtilen ilkelerdir. Bu Montreal bildirgesindeki
oneriler sunlardir (Montreal, 2018):

1. Bagimsiz inceleme ve danigma organizasyonu: Dijital teknoloji ve
Y Z’nin kullanimlar1 ve sosyal etkilerinin incelenmesi ve aragtirilmasina
adanmug bir organizasyon kurulmalidur.
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2. YZ denetimi ve sertifikasyon politikasi: Sorumlu konuslandirmay:
tegvik eden, YZ’nin denetimi ve sertifikasyonu igin tutarl bir politika
olusturulmahdir.

3. Yetkilendirme ve otomasyon: Siirdiiriilebilir bir dijital toplumda aktif
katilim1 tegvik etmek i¢in, vatandaslarin dijital teknolojiler kargisinda,
anlama, elestirel diisiinme, sayg1 ve hesap verebilirligi miimkiin kilan
destekler olmahdir.

4. Egitim ve etik: YZ’nin tasarimy, gelistirilmesi ve kullanimiyla ilgilenen
paydaglarin egitimi, multidisiplinerlik ve etige yatirim yapilarak yeniden
diistintilmelidir.

5. AP'nin kapsayici gelisimi: A’nin kapsayicr gelisimini tegvik etmek ve
Y Z’min gelistirilmesi ve konuglandiriimasiyla ilgili potansiyel 6nyargilar
ve ayrimciligr 6nlemek igin tutarh bir strateji uygulanmalidir.

6. Demokrasinin korunmasi: Demokrasiyi siyasi amaglar igin bilginin
manipiilasyonuna kars1 korumak igin, vatandaglarin kotii niyetli
sosyal platformlar ve web siteleri araciligiyla aldatilmasini ve siyasi
manipiilasyonunu 6nlemek igin bir ¢evreleme stratejisinin yani sira,
politik profil olugturma ile miicadele stratejisi gereklidir.

7. YZ’nin uluslararas: gelisimi: Diisiik ve orta gelirli tilkeleri (LMICler)
kotiiye kullanmadan diinyanin gesitli bolgelerini dahil etmeyi amaglayan,
yagmaci olmayan bir uluslararasi kalkinma modeli benimsenmelidir.

8. Cevresel ayak izi: YZ ve diger dijital teknolojilerin gelistirilmesi ve
yayilmasinin saglam ¢evresel siirdiirtilebilirlik ile uyumlu olmasini ve
gevresel krize yonelik ¢oziimler igin bir kamu/6zel strateji uygulanmalidur.

Amerika Birlesik Devletleri’nde ise 6zel ve kamu sektorleriyle ig birligi i¢inde,
YZ ile iligkili bireyler, kuruluglar ve toplum igin riskleri daha iyi yonetmek
amaciyla bir gergeve gelistirmigtir. NIST’in gelistirdigi YZ Risk Yonetimi
Cergevesi, YZ'nin giivenli, seffaf ve etik kullanimini destekleyen rehberler
sunar. ABD’deki yaklagim, inovasyonu tegvik ederken etik ve insan haklar1
standartlarini koruma tizerine odaklanmaktadir. 26 Ocak 2023’te yaymnlanan
NIST Yapay Zeka Risk Yonetimi Cergevesi (YZR), goniillii kullanim i¢in
tasarlanmugtir ve YZ tirtinlerinin, hizmetlerinin ve sistemlerinin tasarimina,
gelistirilmesine, kullanimina ve degerlendirilmesine giivenilirlik hususlarinin
dahil edilme yetenegini gelistirmeyi amaglamaktadir. 30 Mart 2023’te NIST,
YZ Risk Cergevesi'nin (AI RMF) uygulanmasini ve uluslararasi uyumunu
kolaylagtiracak olan Giivenilir ve Sorumlu YZ Kaynak Merkezi’ni (AIRC)
baglatmistir. 26 Temmuz 2024’te NIST, YZ Risk Yonetimi Cergevesi, Uretken
YZ Profil’ni yayinlamistir. Bu profil, kuruluslarin iiretken YZ’nin olugturdugu
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risklerin belirlemelerine yardimci olarak hedefleri ve 6ncelikleriyle en iyi gekilde
uyumlu tiretken YZ risk yonetimi igin eylemler onermektedir (NIST, 2025).

Birlesmis Milletler Egitim Bilim ve Kiiltiir Orgiiti’'niin (UNESCO) 9-24
Kasim 2021 tarihleri arasinda diizenlenen Konferansta, Y7’ nin etik ve hukuki
boyutlarini ele alan prensipler ve yonergeler gelistirmektedir. Bu belgeler, YZ’nin
insan haklarina saygili, adil, seffaf ve hesap verebilir sekilde gelistirilmesini ve
kullanilmasini vurgular (UNESCO, 2021). Cin Halk Cumhuriyeti ise, YZ
alaninda stratejik bir yaklagim sergileyerek hem teknolojik gelismeyi hem de
diizenleyici gergeveyi hizla olusturmakta ve uygulamaktadir (State Council
of China, 2022). Ayni zamanda Cin’de YZ gelistirme siirecindeki belirsizlik
yeni zorluklar getirdigi kabul edilmektedir. Hiikiimet yonetimini, ekonomik
giivenligi, sosyal istikrar1 ve kiiresel yonetigimi derinden etkileyecegi de
savunulmaktadir. YZ’y1 giiglii bir sekilde gelistirirken, potansiyel giivenlik
risklerini vurgulamali, erken 6nleme ve rehberligi geligtirmeli, riskleri azami
Olgtide azaltmali ve YZ’nin giivenli, giivenilir ve yonetilebilir bir gekilde
gelistirilmesinin saglanmasi gerektiginin iizerinde durulmaktadir (MOST,
2017). Cin Ulusal Fikri Miilkiyet Idaresi (CNIPA) tarafindan ilk kez YZ ve
biiyiik veri temali 6zel bir boliime yer verilmig olan yonerge, 1 Ocak 2026
tarihinde yiiriirliige girecektir. Bu yonerge ile Cin’de YZ teknolojisinin yasalara,
toplumsal ahlaka ve kamu yararina uygun olmasini saglamak amaciyla patent
inceleme siirecinde YZ igin etik incelemeyi gii¢lendirmesi amaglanmaktadir
(State Council of China, 2025).

Kanada, YZ politikalarinda insan haklarini merkeze alan, seftaf ve katilimar
bir yaklagim izler. 2022 yilinda sunulan Artificial Intelligence and Data Act
(AIDA) ile yiiksek riskli YZ uygulamalari igin sirketlere etik degerlendirme
ve insan kontrolii yiikiimliligii getirilmigtir. AIDA'da onerilen gergeve, YZ
inovasyonunu olumlu yonde yonlendirmek ve Kanadalilar ile Kanada igletmeleri
tarafindan YZ teknolojilerinin sorumlu bir sekilde benimsenmesini tegvik
etmek igin tasarlanmig yeni bir diizenleyici sisteme dogru atilan ilk adimdir.
Bu yasa, tiiketici koruma ve insan haklar1 yasalarina dayanarak , politika ve
uygulama siireglerinin birlikte ilerlemesini saglamak amaciyla YZ’nin pervasiz
ve kotii niyetli kullanimlarini yasaklayan bir temele dayanmaktadir. AIDAdaki
risk tabanli yaklagim, temel tanimlar ve kavramlar da dahil olmak tizere, AB
Yapay Zeka Yasast, Ekonomik Isbirligi ve Kalkinma Orgiitii (OECD) Yapay
Zeka Tlkeleri gibi YZ alamindaki geligen uluslararast normlari yansitacak ve
bunlarla uyumlu olacak sekilde tasarlanmistir (Government of Canada, 2025).

6. Sonug



Ergiil Soylemezogiiu / Nese Kafn | 17

Nihai olarak diinya genelinde etik kaygilar olsa da tiim bu endiseler insan
hatasi veya insanlarin, sirketlerin ya da iilkelerin ¢ikarlar1 dogrultusundaki
art niyetlerinden ¢ekinmemiz nedeniyledir. Yani aslinda insanin, YZ’ya
giivenememesinden de Once insanin insana olan giivensizligi nedeniyledir.
Ancak OECD tarafindan belirlenmis ilkeler ile Montreal Bildirgesinde belirtilen
ilkeler bu anlamda 6nem arz etmektedir. Covid-19 sonrasinda devletlerin
kapasite ingas1 artik yalmzca dijitallesmeye degil, yonetimsel yapinin kendisinin
algoritmik organizasyonlara doniigmesine dayanmaktadir. Bu anlamda YZ’nin
bir yandan artimsal ve tamamlayici inovasyonlar iiretirken, bir yandan da
sistemik agidan toplumlari, orgiitleri, sektorleri ve yonetigim mekanizmalarini
yeniden inga eden diizen bozucu bir inovasyon niteligi de tagimaktadir. Bu
neden ile hiikiimetler artik kanunlar1 sadece insanlar igin degil, YZ igin de
hazirlamak durumunda kalacaklardur.

YZ sistemlerinin, farkli iilkelerde gegerli olan hukuki diizenlemeler, kiiltiirel
normlar, etik ilkeler ve toplumsal degerler dogrultusunda dogru bigimde
egitilmesi ve siirekli olarak giincellenmesi durumunda, bu teknolojilerin
toplumsal yagama entegrasyonunun daha giivenli, 6ngoriilebilir ve yonetilebilir
bir bigimde gergeklesmesi miimkiin olacaktir. Insanhigin Toplum 6.0 vizyonuna
dogru hizla ilerledigi cagimizda, YZ’nin etik ilkelere dayali, insan merkezli ve
sorumlu kullanim gergevesinde egitilmesi; basta temel bilimler (fizik, kimya,
biyoloji ve matematik) olmak iizere tip, finans, uzay bilimleri, jeoloji, yazilim
miihendisligi ve tasarim alanlarinda bilimsel tiretkenligi artirabilecek, insan
yagam kalitesine katki sunabilecek ve uzun vadede insanligin biligsel ve evrimsel
gelisimine daha biiyiik etki edebilecek stratejik bir potansiyel barindirmaktadir.

Bu baglamda, YZ’nin dogru, giivenli ve sorumlu kullanimina yonelik
egitim politikalari, KVKK, GDPR, EU AI Act ve benzeri bolgesel-kiiresel
diizenlemeler; academic integrity, evrensel etik protokoller, hesap verebilirlik,
algoritmik seffaflik, agiklanabilir yapay zeka (XAI), veri egemenligi, siber
giivenlik, dijital haklar, yeni nesil kanunlar ve caydirict yaptirimlar ile birlikte
giderek daha merkezi bir konuma taginmaktadir. Bu geligmeler, yeni diinya diizeni,
kiiresel yonetigim, diinya vatandaghgi, gezegen etigi, YZ etigi, Al biyoetigi,
sorumlu inovasyon, etik risk yonetimi ve toplumsal etki degerlendirmesi
gergevelerini zorunlu hale getirmektedir. Buna paralel olarak, dijital orgiitler,
sanal organizasyonlar, platform ekonomileri, ¢oklu sistem yonetimi, sosyo-
teknik sistemler, insan-YZ etkilegimi, dijital insan, algoritmik emek, biligsel
bagimlilik, YZ bagimlihig1, YZ somiirgeciligi, karanlik fabrikalar, biiyiik veri,
YZ destekli nano-robotlar, nano teknoloji, biyoteknoloji, biyomiihendislik,
biyomekanik ve siber-fiziksel sistemler, orgiitlerin yapisal, yonetsel ve etik
sinirlarini yeniden tanimlamaktadir. Bu doniigiim siirecinde diizen bozucu
inovasyon, transformasyonel liderlik, dijital liderlik, agik inovasyon liderligi,
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simbiyotik liderlik, rejeneratif liderlik, askin/tistiin liderlik, etik yonetigim,
kurumsal doniigiim, degisim ve doniigiim yonetimi, yenilik yonetimi, orgiitsel
yenilikgilik, 6rgiitsel inovasyon yonetimi, inovatif girisimcilik, stratejik geviklik,
orgiitsel dayaniklilik ve kurumsal 6grenme kavramlar1 daha da kritik hale
gelmektedir.

Ayrica, yazilim mithendisligi, patent ve fikri miilkiyet haklari, veri temelli
karar alma, AI destekli kurumsal performans sistemleri, siirdiiriilebilirlik, yesil
dontisiim, yesil orgiitsel davranis, iklim teknolojileri, ¢evresel-sosyal-yonetigim
(ESG) ve dongiisel ekonomi yaklagimlari; dijitallesme ile etik, ¢evresel ve
toplumsal sorumlulugun birlikte ele alindig: biitiinciil bir karumsal paradigma
ortaya koymaktadir. Bu ¢ergevede, s6z konusu kavramlarin 6niimiizdeki
donemde yalnizca teorik tartismalarin degil, ayn1 zamanda politika yapim
stireglerinin, kurumsal stratejilerin ve kiiresel rekabet dinamiklerinin temel
belirleyicileri arasinda yer alacagi ngoriilmektedir bu nedenle YZ’nin bu denli
insan yagamina girmig olmasi dikkat ¢ekidir. YZ her ne kadar diizen bozucu
bir inovasyon olarak goriilse de pek ¢ok alanda geligimi artirarak bu degigime
dogru yonde ayak uyduran tiim kurumlarin ve insanlarin yasamini pozitif yonde
etkileyebilir. Ancak bu kaginilmaz doniigiime ayak uydurmayan kurumlarin
ve ¢aliganlarin ig hayatindaki stirekliligi ve gelecegi ise tehdit altinda olabilir.
Ayrica diinya genelindeki hiikiimetlerin ulusal veri giivenligi diistiniilecek
olursa YZ kanun, strateji ve politikas: gelistirmeleri de dogal bir gerekliliktir.
Ayrica her ne kadar zor da olsa Birlegmis Milletlere iiye tiim tilkelerin ulusal ve
uluslararasi hukuk, etik ve kiiltiirel bazi 6nemli giincel kurallar dogrultusunda
yapay zekalarin egitilmesi hususunda da ortak payda da bulugmas: da faydali
olabilecek ve tartigilmast gereken 6nemli bir gerekliliktir. Ozetle duruma her
ne kadar farkli agilardan bakilma olanagi olsa da YZ’nin 6niimiizdeki yiizyilin
gelisimine 6nemli katkilar saglayacag yadsinamaz bir gergektir. Bu nedenle de
tarkli tilkelerin etik ve hukuk yoniinden kargilagilabilecek tehlikeleri simdiden
ongormeye ¢alistiklar aslinda YZ’nin sorunsuz bir bigimde insan yagamina
dahil olacaginin da birer kanitidir. Buna ek olarak bu etik ve hukuki ¢ergeve
ile iilkelerin YZ’nin tehlikelerini degil bilim ve teknolojiye olan katkilarini
arttirmaya ¢ahigtiklarini da yorumlayabiliriz. Bu da YZ ile insan arasindaki
bu simbiyotik iliskinin kaginilmaz oldugu ve bu konuda gerek 6zel gerekse
kamusal alanda etik ve hukuki ¢er¢evelerin net bigimde belirlenerek dogabilecek
zararlarin azaltilmasi ve aksine daha ¢ok katkilarin konugulmasina yonelik bir
zemine dogru gidildiginden s6z edilebilir.

Sonugta, Al Capital kavrami sadece teknoloji meselesi degil, bir dontisiim
meselesidir. Bu doniigiim, en tist yonetimden en alt kademe ¢aligana, devlet
politikalarindan uluslararas: diizenlemelere kadar gok katmanli bir degigimi
gerektirir. YZ bir aragtir; onu kullanacak vizyon ve irade ise insanlardadir. AT



Ergiil Soylemezogiiu / Nese Kafa | 19

Capital’i yiiksek toplumlar ve sirketler, bunu insanligin yararina ve siirdiiriilebilir
bir gelecek i¢in kullanma sorumlulugunu da tagirlar. Siirdiiriilebilir rekabet
avantaji, sadece kar egrileriyle degil, ayn1 zamanda sosyal fayda ve etik
degerlerle birlikte diigiiniilmelidir. Bu kapsamda AI Capital Homo Symbiotica
Human-AI simbiyozu literatiiriiniin de genigletilmesine yonelik sektor bazl
incelemeler igeren bilimsel makale ve kitap ¢aligmalarinin da gergeklestirilmesi
onerilmektedir.
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