Bolum 5

Ugus Operasyonlarinda Yapay Zeka: Rapor
Analizi ve Giivenlik Izleme

Teoman Erdag!

Ozet

Havacihik sektorti, operasyonel giivenlik ve raporlama siireglerinde dijital
doniisiimii hizla benimsemektedir. Bu doniisiim ugus emniyeti, zaman
yonetimi ve maliyet optimizasyonu agisindan kritik bir 6neme sahiptir. Bu
boliimde ugus operasyonlarinda yapay zekd (YZ) temelli ¢oziimlerin rapor
siniflandirma ve giivenlik izleme siireglerine entegrasyonu incelenmistir.
Ozellikle Lufthansa Group tarafindan gelistirilen “AT Co-Validator” projesi
ornek olay olarak ele alinmig, projenin teknik altyapisi, operasyonel
kazamimlar1 ve stratejik etkileri detayl bicimde tartisimistir. YZ, yalnizca
biiyiik veri kiimelerini yonetmekle kalmayip, olaylarin baglamsal analizini,
ortintii tespiti ve risk 6ngoriisiinii miimkiin kilmaktadir. Sistem, ok dilli
raporlari igleyebilmekte, otomatik siniflandirma ve giiven skoru iiretme
yetenekleriyle karar destek sistemlerine katki saglamaktadir. AT Co-Validator,
manuel raporlama siireglerinin aksakliklarini azaltmakta, iggiicli ve zaman
tasarrufu  saglamakta, operasyonel tutarhligi artirmakta ve kurumsal
hafiza olusturulmasina yardimer olmaktadir. Bunun yani sira etik, seffaflik
ve regiilasyon boyutlari da ele alinmug; agiklanabilir yapay zeka (XAI)
yaklagimlari, algoritmik onyarg: riskleri ve yasal uyumluluk vurgulanmugtir.
Tiirkiye baglaminda ise, yerli havacilik altyapis: ve SHGM diizenlemeleri, YZ
tabanli raporlama ve analiz sistemlerinin uygulanabilirligi agisindan uygun
bir zemin sunmaktadir. Tiirkiye’de faaliyet gosteren havacilik isletmeleri ve
diger yerli girisimler, yapay zeka ¢oziimlerinin operasyonel siireglere entegre
edilmesi ve yerli sistemlerin gelistirilmesi igin firsatlar yaratmaktadir. Bu
baglamda, YZ destekli sistemler sadece teknik bir yenilik degil, ayn1 zamanda
ucusg giivenliginde proaktif karar alma, verimlilik ve kurumsal 6grenme
sireglerini giiglendiren stratejik bir ara¢ olarak 6n plana ¢ikmaktadir.
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1. Girig

Uluslararas1 hava tagimaciligi, 21. yiizyilin en karmagik ve dinamik
sektorlerinden biri haline gelmigtir. Glintimiizde ticari havayolu igletmeleri,
yalnizca tagimacilik hizmeti sunmakla kalmayip ayn1 zamanda milyonlarca
yolcunun giivenligini, konforunu ve zamanini yoneten biiyiik olgekli veri
isletmeleri olarak da degerlendirilmektedir. Bu baglamda ugus operasyonlart,
ozellikle zamanlama, emniyet, hizmet kalitesi ve maliyet yonetimi agisindan
stratejik oneme sahiptir.

Ucgus operasyonlarmin emniyet yonetisimi ger¢evesinde incelenmesi,
emniyet raporlarinin etkin bigimde siniflandiriimasi, degerlendirilmesi ve
karar vericilere ulagtirilmasiyla dogrudan iligkilidir. Ancak klasik raporlama
sistemleri bu stireci biiylik Olgiide manuel ig giiciine dayandirmakta,
dolayistyla zaman kaybi, hata orani ve 6znellik gibi faktorlerle performans
kaybina neden olmaktadir. Bu durum ugug emniyeti gibi hayati bir alan igin
onemli bir risk unsuru olusturmaktadir (EASA, 2022).

Son on yilda djjital doniigiim, havacilik sektoriinde veri analitigi ve
otomasyon tabanli ¢oziimlerin oniinii agmig; ozellikle yapay zeka tabanl
sistemler, operasyonel siireclerde anlamli katkilar saglamaya baglamugtir.
Geligmis makine 6grenmesi algoritmalari, dogal dil isleme (NLP), biiyiik dil
modelleri (LLM) gibi teknolojiler, metin tabanli verilerin yapilandirilmasinda
yeni ufuklar agmig ve karar destek sistemlerinin dogrulugunu artirmistir
(McAfee & Brynjolfsson 2017; Nanyonga vd.; 2025).

Yapay zekd sistemlerinin ugus raporlarinin analizine entegre edilmesi,
sadece veri hacminin yonetilmesi agisindan degil; ayn1 zamanda olaylarin
baglamsal anlamlandirilmasi, egilimlerin tespiti ve sistemsel risklerin
ongoriilmesi agisindan da ¢igir agicr niteliktedir. Geleneksel siniflandirma
modelleri, genellikle sabit kurallara ve anahtar kelimelere dayanirken; giincel
YZ ¢oziimleri baglamdan bagimsiz dil yapilarini analiz edebilmekte, gok
dilli raporlari igleyebilmekte ve ge¢mis verilerle oriintii yakalayabilmektedir
(New & Wallace, 2025).

Ucgus operasyonlarindaki YZ uygulamalari, ayn1 zamanda organizasyonel
ogrenmeyi de destekleyen bir yapiya sahiptir. Raporlardan 6grenilen bilgiler,
sadece mevcut olaylara miidahale etmeyi degil, gelecekteki operasyonlara
yonelik stratejik planlamayr da miimkiin kilar. Boylece YZ, sadece teknik bir
siniflandirma aract degil, ayn1 zamanda bilgi tiretiminde merkezi bir aktor

haline gelmektedir (McKinsey, 2020).

Literatiirde Ozellikle son donemde yayimlanan sistematik derlemeler,
havacilik emniyeti ve veri analitigi iligkisinin giderek derinlestigini ortaya
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koymaktadir. Yapay zekinin sektore entegrasyonu konusunda One ¢ikan
baglica temalar arasinda; emniyet tahmini, bakim optimizasyonu, yolcu
davranis1 analizi ve olay simiflandirma yer almaktadir (Demir vd., 2024).
Bu baglamda, uqug raporlarinin siniflandirilmasi, havayolu sirketleri igin
operasyonel miitkemmeliyet hedefinin temel yapi taglarindan biri haline
gelmektedir.

Tiirkiye gibi gelismekte olan ve havacilik sektortinde kiiresel Olgekte
biiylime gosteren iilkelerde, bu teknolojilerin benimsenmesi stratejik bir
firsat olarak degerlendirilmektedir. Gerek Tirk Hava Yollar1 gibi biiyiik
oOlgekli tagtyicilar, gerekse yeni havalimani yatirnmlari, bu dontigiim igin
uygun bir dijital zemin sunmaktadir. Ancak teknolojik yatirimlarin bagarili
olmas i¢in kurumsal kiiltiiriin, mevzuatin ve insan kaynaginin da eg zamanlh
doniismesi gerekmektedir (TUBITAK, 2021).

Bu kitap boliimiinde, Lufthansa Group tarafindan gelistirilen ve
Eurowings’te uygulanan AI Co-Validator sistemi iizerinden ugug raporlarinin
YZ ile siniflandirilma siireci incelenecektir. Ayrica bu teknolojinin Tiirkiye’de
uygulanabilirligi, etik ve yasal yonleri, isgiicli etkileri ve gelecege doniik
perspektifleri ele alinacaktir. Boliim, sadece teknik bir ¢6ziim sunmakla
kalmayip, ayni zamanda havacilik sektoriindeki dijital doniigiimiin yonetigim
boyutunu da tartigmay1r amaglamaktadir.

2. Ugus Raporlama Sistemleri ve Karsilagilan Sorunlar

2.1 Raporlama Siirecinin Tsleyisi

Raporlama siiregleri, havacilikta emniyet yonetiminin temel tagi olarak
kabul edilmektedir. Bu siiregte bilgi akiginin dogrulugu ve zamanlamasi,
operasyonel  karar alma mekanizmalarin  etkinligini  dogrudan
etkilemektedir. Ancak mevcut sistemlerde bu akigin ¢ogu héld insan tabanl
stireglere dayanmaktadir. Bu durum, ozellikle kritik olaylarin zamaninda
bildirilmesi ve degerlendirilmesi agisindan belirli sinirhliklar dogurmaktadir.

Uluslararas1 diizeyde farkli havacilik otoriteleri, emniyet raporlarinin
belirli bir standarda gore hazirlanmasini Onerse de uygulamada bu
standartlarin  sahada tam kargihk bulamadigi goriilmektedir. Ozellikle
serbest metin alanlarinda galigan personelin kigisel anlatim bigimi, kullanilan
teknik terimler ve olayin tanimlanma gekli, sistematik veri isleme siirecini
zorlagtirmaktadir (EASA, 2022).

Bazi  havayolu sirketlerinde elektronik raporlama  sistemleriyle
entegrasyon saglanmig olsa da bu sistemlerin ¢ogu olaylar1 sadece belirli
kategorilere ayirmakta ve metin analizine yonelik ileri diizey ¢oziimlemelere
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olanak tanimamaktadir (Demir vd., 2024). Bu nedenle, ozellikle ugus ekibi
tarafindan yazilan agiklayici boliimler, karar destek sistemleri igin yeterince
yapilandirilmug veri tiretmemektedir.

Ayrica, raporlarin islenme siirecinde farkli birimler arasinda olugan zaman
farklari, kritik durumlara ge¢ miidahale edilmesine yol agabilmektedir.
Ornegin, bir teknik ariza raporunun bakim birimiyle zamaninda
paylagilmamasi ayni ugakta benzer bir problemin tekrar yaganmasina
neden olabilir (Nanyonga vd., 2025a). Bu tiir olaylar, manuel raporlama
sistemlerinde sik¢a kargilagilan aksakliklardan biridir.

Cok uluslu ugug ekipleri arasinda yaganan dil farklar1 da stireci daha da
karmagik hile getirmektedir. Ozellikle Ingilizce digindaki dillerde hazirlanan
raporlarin geviri siireci, olayin baglaminin kaybolmasina ve bazi giivenlik
sinyallerinin gz ard1 edilmesine neden olabilmektedir.

Son donemde bazi sirketler, raporlarin daha yapilandirilmis bigimde
yazilmasini tegvik eden rehber sistemler gelistirmektedir. Bu sistemlerde,
kullanicidan olayr adim adim anlatmasi istenmekte ve metin girigleri belirli
alanlara yonlendirilmektedir. Ancak bu tiir sistemlerin etkinligi, kullanic
ahiskanliklarina ve egitim diizeyine gore degismektedir.

Raporlama siireglerinin giivenilirligi, ayn1 zamanda kurum igi geri
bildirim kiiltiiriiyle de iliskilidir. Rapor yazan personelin, gonderdigi verilerin
degerlendirildigini ve siirece etki ettigini bilmesi, sistemin siirekliligini
saglar. Ancak geri bildirim eksikligi, zamanla raporlama motivasyonunun
diigmesine ve kritik verilerin kaybolmasina neden olabilir (LIH, 2024).

Bu baglamda, ileri diizey yapay zeka ¢oziimlerinin entegrasyonu yalnizca
teknik bir ihtiya¢ degil, aynm1 zamanda operasyonel siirdiiriilebilirlik igin
stratejik bir gereklilik halini almaktadir. Ozellikle veri hacminin artmasi ve
hizli karar alma gerekliligi, manuel sistemlerin sinirhiliklarini daha goriiniir
kilmakta; raporlama siireglerinin yeniden yapilandirilmasini = zorunlu
kilmaktadir.

2.2 Mevcut Sistemin Sinirliliklar:

Mevcut sistemlerin en belirgin eksikliklerinden biri, raporlarin igerik
bakimindan standartlagmamig olmasidir. Serbest metin yapisinda iletilen
veriler, her personelin farkli anlaim bi¢imi nedeniyle homojen bir analiz
altyapist olugturamamaktadir. Bu durum, biiyiik veri kiimeleri iginde oriintii
tespitini giiglestirir ve otomatik analiz araglarinin performansint sinirl kilar

(New & Wallace, 2025).
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Dilsel cesitlilik, sistematik siiflandirmayr zorlagtiran bir bagka temel
faktordiir. Ozellikle Avrupa merkezli havayolu isletmelerinde, Ingilizce
digindaki dillerde tutulan raporlar yeterince yapilandirilmadig: takdirde
ceviri siirecinde bilgi kaybi yagsanabilmektedir (EASA, 2022). Bazi terimlerin
baglamsal kargilig1 bulunamadiginda, raporun anlami bozulmakta ve bu da
risk degerlendirmelerinde hatalara yol agmaktadir.

Ayrica, manuel sistemlerde olaylarin simflandirilmas: biiytik olgiide
analiz yapan kigilerin deneyimine baghdir. Bu kigisel yorum farkliliklar, ayn1
tiirdeki olaylarin farkli bigimlerde siniflandirilmasina neden olabilir. Boyle
bir durumda veri tutarliigr zayiflar ve zaman iginde olugturulan istatistiksel
tablolar karar vericileri yaniltabilir (Binns, 2018).

Mevcut sistemlerin bir bagka sorunuise “gecikmeli miidahale” problemidir.
Raporlarin iglenmesi uzun zaman aldiginda, emniyetle ilgili potansiyel bir
sorun ortaya ¢tkmadan once gerekli onlemler alinamaz. Bu da reaktif bir
yonetigim anlayigina yol agar ve havacilik gibi sifir tolerans gerektiren bir

alanda ciddi riskleri beraberinde getirir (Nanyonga vd.; 2025b).

Algoritmik siniflandirmanin uygulanabilirligi agisindan  bakildiginda,
mevcut sistemlerin  veriyi islemeye uygun formatta sunmamasi, veri
madenciligi projelerinin bagarisin1 dogrudan etkiler. Ozellikle BERT, GPT
veya LSTM gibi modellerin verimli ¢alisabilmesi i¢in hem hacimli hem de
etiketli veri kiimelerine ihtiya¢ duyulmaktadir (New & Wallace, 2025).

Personel egitimi konusundaki eksiklikler de mevcut sistemin performansin
olumsuz etkilemektedir. Raporlama yapan personelin teknik terimlere hakim
olmamasi veya olaylarin yeterince ayrintili tanimlanmamasi, verinin analiz
edilebilirligini diisiirmektedir (TUBITAK, 2021). Bu baglamda, sadece
teknolojik degil, insan kaynag: ekseninde de yapisal dontisiim ihtiyaci s6z
konusudur.

Bazi sistemlerde siniflandirma siirecinin tamamui tek bir veri analistine
birakilmakta; bu da hem ig yiikiinii artirmakta hem de hata oranim
yikseltmektedir. Ozellikle biyiik havayolu sirketlerinde, bu tiir tekil

bagimliliklarin uzun vadede sistem giivenilirligini zayiflattigi gortilmektedir.

Son olarak, mevcut manuel sistemler kurumsal hafiza olugturmada yetersiz
kalmaktadir. Benzer olaylarin tekrarlandigi durumlarda onceki raporlarin
sistematik bir gekilde kargilagtirilabilmesi genellikle miimkiin degildir. Yapay
zeka destekli sistemler ise bu hafizay: dijital ortamda insa ederek, ge¢mise
doniik 6grenmeyi ve Oriintii analizini kurumsal bir degere doniistiirebilir
(Demir vd.; 2024).
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3. AI Co-Validator Projesi: Kavramsal ve Teknik Arka Plan

3.1 Projenin Amaci ve Kapsami

Al Co-Validator projesi, havaciikta emniyet odakli raporlama
stireglerinde insan hatasini azaltmak, veri isleme hizini artirmak ve kurumsal
Ogrenmeyi tegvik etmek amaciyla tasarlanmugtir. Lufthansa Innovation Hub
onciiliiglinde gelistirilen bu proje, ugus emniyet raporlarinimn dilsel analizini
gergeklestirebilen ve olaylart otomatik olarak siniflandirabilen bir yapay zeka
tabanlt sistem sunmaktadir (LIH, 2024).

Projenin en temel amaci, manuel olarak islenen binlerce serbest metin
formatindaki ugus emniyet raporunu anlaml veri kiimelerine doniistiirerek
karar destek sistemlerine entegre etmektir. Mevcut manuel siireglerin
operasyonel karar alma siirelerini uzattigi, hatta bazi emniyet risklerinin
gozden kagmasina neden oldugu raporlarla ortaya konmugtur (EASA,
2022).

Kapsam itibariyla Al Co-Validator yalmizca Lufthansamin  ig
operasyonlarini degil, ayn1 zamanda Star Alliance’a bagh diger tagiyicilarla
da entegre calisabilecek gekilde Olgeklenebilir bir mimaride kurgulanmistir.
Bu baglamda sistemin ¢ok dilli metinlerle baga ¢ikabilmesi, kiiresel
operasyonlarda dil bariyerinin neden oldugu bilgi kayiplarini azaltmaktadir.

Proje kapsaminda gelistirilen yapay zeka altyapisi, dogal dil igleme (NLP)
yontemleriyle giiglendirilmig, egitimli modeller araciligiyla metinleri anlama,
baglam ¢ikarma ve 6n siiflandirma yapma yeteneklerine sahiptir. Bu sayede
uzman incelemesinden 6nce kritik igeriklerin onceliklendirilmesi miimkiin
hale gelmektedir (New & Wallace, 2025).

Al Co-Validator, ayn1 zamanda kurumsal hafiza {retimini de
desteklemektedir. Daha Once yasanan benzer olaylarin benzerlik analizleri
aracih@iyla  tanmimlanabilmesi,  Onleyici  stratejilerin - olugturulmasin
kolaylagtirmakta ve emniyet kiiltiiriinii pekistirmektedir (Demir vd.; 2024).

Projeye entegre edilen analitik gosterge panelleri (Dashboard), yoneticilere
Ozet istatistikler ve egilim analizleri sunmakta; bu da olaylarin zaman igindeki
dagilimi ve tematik yogunlugu hakkinda i¢gorii tiretmektedir. Bu yaklagim,
veriye dayali karar alma siirecini operasyonel bir norm haline getirmektedir.

Lufthansa’nin bu projeyle hedefledigi bir diger unsur ise rapor yazma
kiiltiiriiniin  desteklenmesi ve personelin geri bildirim dongiisiine aktif
kattlminin ~ saglanmasidir.  Yapay zeka tarafindan yapilan otomatik
siniflandirmalar, kullaniciya geri bildirim olarak donmekte ve rapor kalitesini
artiracak oneriler sunmaktadir (LIH, 2024).
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Son olarak, proje Lufthansa’nin siirdiiriilebilir dijitallesme stratejisinin
de bir pargasi olarak goriilmektedir. AI Co-Validator hem operasyonel
verimliligi hem de emniyet kalitesini artirmay1 hedefleyen entegre bir dijital
doniigtim aracidir.

3.2 Sistem Mimarisi

Al Co Validator’n sistem mimarisi, Olgeklenebilirlik, esneklik ve
entegrasyon kabiliyeti gbz oniinde bulundurularak gok katmanli bir yap1
tizerinde inga edilmistir. Mimari yapt, veri almindan son kullanici arayiiziine
kadar birbirine bagli alt bilesenlerden olugmaktadir (New & Wallace, 2025).

Sistemin ilk katmaninda yer alan veri alma modiilii, ¢esitli kaynaklardan
gelen ugus emniyet raporlarini toplamaktadir. Bu modiil, Lufthansa’nin
mevcut operasyonel veri tabanlartyla dogrudan entegredir ve her giin
binlerce yeni veri girisiyle giincellenmektedir (Demir vd., 2024).

Ikinci katman, dogal dil isleme motorudur. Burada raporlardaki serbest
metin ifadeleri “tokenize” edilmekte, “lemmatizasyon” uygulanmakta ve
belirli dil kaliplarina gore 6n igleme tabi tutulmaktadir. Bu katman, gok
dilli destek sayesinde Almanca, Ingilizce ve Fransizca gibi yaygin dillerdeki
raporlart ayni anda degerlendirebilmektedir.

Ugiincii katman, yapay zeki modelleme katmanmidir. Burada egitimli
siniflandirma algoritmalari devreye girer. BERT, RoBERTa gibi dil modelleri
kullanilarak raporlardaki olay tipleri (6rnegin insan hatasi, teknik ariza)
onceden belirlenmis siniflara atanir (Nanyonga vd.; 2025a).

Veri gilivenligi katmani, sistemin en kritik bilegenlerinden biridir.
Havacilik sektortii gibi yiiksek regiilasyona tabi bir alanda, kisisel veri koruma
ilkeleri (6rnegin GDPR) gergevesinde islem yapilmast zorunludur. AI Co-
Validator, hassas bilgileri maskeleyerek anonimlegtirme siireglerini otomatik
yurtitmektedir (EASA, 2022).

Sistem mimarisinde yer alan gorsellestirme katmani kullanicilara
ozellestirilebilir panolar sunar. Bu panolar sayesinde yoneticiler istedikleri
zaman diliminde belirli bir kategoriye ait olaylar1 analiz edebilir ve filtreleme
yapabilir. Modiiler yapinin sagladigi en biiyiik avantajlardan biri, sisteme yeni
algoritmalar veya dil modellerinin kolayca entegre edilebilmesidir. Bu da AI
Co Validator’1 gelecege doniik siirdiirtilebilir bir altyap: hiline getirmektedir.

Son olarak, sistemin agik API yapist sayesinde farkli havacilik veri
sistemleriyle entegrasyon kolayca saglanmakta, ¢apraz analiz olanaklari
miimkiin kilinmaktadir. Bu mimari tercih yalmzca Lufthansa’ya degil,
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potansiyel olarak diger operatorlere de uygulanabilirligi artirmaktadir (LIH,
2024).

3.3 Kullanilan Yapay Zeki Modelleri

AI Co-Validator projesinde kullanilan yapay zeka modelleri, dogal dil
isleme alanindaki en giincel ve etkili tekniklerden segilmistir. Proje kapsaminda
hem Onceden egitilmig (pre-trained) hem de 6zel olarak incelenmis (fine-
tuned) modeller kullanilmaktadir (New & Wallace, 2025).

Ozellikle BERT  (Bidirectional Encoder Representations from
Transformers) modeli, metinlerin baglamsal analizinde yiiksek dogruluk
orani sunmaktadir. BERT’in cift yonlii kodlayict yapisi sayesinde, bir
kelimenin yalnizca 6nceki degil ayn1 zamanda sonraki kelimelerle olan iligkisi
de dikkate alinarak anlam ¢ikarimi yapilmaktadir (Demir vd.; 2024).

Bu model, Lufthansa’nin ge¢mis yillarda toplanan etiketli emniyet
raporlaryla yeniden egitilmig ve ugus operasyonlarina Ozgii kavramlari
daha iy tamyacak bigimde Ozellestirilmigtir. Boylece “unstable approach”
veya “late touchdown” gibi havaciiga ozgii ifadeler dogru sekilde
siniflandirilabilmektedir (LIH, 2024).

Ayrica RoBERTa (Robustly Optimized BERT) modeli de alternatif olarak
test edilmigtir. ROBERTa’nin daha biiytik veri setlerinde daha hizli 6grenme
saglamasi, ¢ok bilyiik hacimli verilerin islendigi projelerde verimliligi
artirmaktadir (Nanyonga vd.; 2025b).

Geleneksel makine Ogrenmesi algoritmalart da sistemde destekleyici
olarak yer almaktadir. Ornegin Naive Bayes ve Random Forest algoritmalart,
siniflandirma modelinin dogrulama agamasinda kargilastirmali analiz igin
kullamlmugtir. Veri hacminin gok biiyiik olmasi nedeniyle, TensorFlow ve
PyTorch tabanli paralel islem teknikleri kullanilarak model egitimi bulut
altyapisi tizerinden gergeklestirilmistir. Bu sayede iglem siiresi kisaltilmig ve
sistem giincellemeleri daha dinamik hale getirilmistir.

Sistemde, kullanicidan gelen yeni verilerle siirekli olarak 6grenme saglayan
aktif 6grenme algoritmalar1 da uygulanmaktadir. Bu teknikle modelin diistik
giiven skoruyla siniflandirdig 6rnekler insan uzmanlara yonlendirilmekte,
dogrulanan veriler tekrar modele beslenerek sistemin zamanla geligmesi

saglanmaktadir (TUBITAK, 2021).

Sonug olarak, AT Co Validator’in yapay zeka altyapisi, yalnizca mevcut
teknolojiyi uygulamakla kalmayip aymi zamanda havacilik sektoriine
Ozgii bilgi sistemlerinin gereksinimlerini kargilayacak sekilde evrimsel bir
modellemeye dayanmaktadir. Bu yoniiyle proje, yapay zekanin yiiksek
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regiilasyonlu sektorlerdeki uygulama potansiyeline dair 6énemli bir 6rnek
teskil etmektedir (EASA, 2022)

4. Uygulama Sonuglar1 ve Operasyonel Kazanimlar

4.1 Zaman ve Isgiicii Verimliligi

Al Co-Validator sisteminin Lufthansa Group i¢in uygulanmasi, zaman ve
isgiicii verimliligi agisindan dikkate deger kazanglar saglamistir. Raporlarin
manuel olarak simiflandirilmasina gore gok daha hizli ve tutarh ¢iktilar sunan
sistem, operatorlerin tekrar eden islerle gecirdigi stireyi azaltarak stratejik
analiz iglevlerine daha fazla odaklanmalarma imkan tanimistir (AircraftIT,

2024).

Al Co-Validator, Lufthansa operasyonlarinda yiiz yiize rapor siniflandirma
stireglerinde ortalama 30% ila 40% oraninda zaman tasarrufu saglamigtir
(Polaris Aero, 2025). Bu kazang, sistemin siirekli 6grenen yapisi sayesinde
zamanla daha da artmaktadir. Analistler, otomatik Oneri sistemlerinin
sundugu smiflandirma tavsiyelerine giiven duydukea, insan miidahalesi
azaltilmakta ve kaynaklar daha verimli kullanilmaktadir (McKinsey, 2024).

Otomasyon sayesinde analistlerin siniflandirma igin ayirdig stire azalmug,
bu da acil durum sinyallerine daha hizli miidahale imkani yaratmugtir
(Nanyonga vd., 2025a). Bu verimlilik artig1 sadece zaman ve ig yiikiiyle sinirlt
kalmamug, ayn1 zamanda bakim takip, kalite giivence ve emniyet raporlarinin
analizine iligkin boliimlerdeki is yiikii de azalmigtir (AircraftIT, 2024).

Sistem, manuel hatalar nedeniyle olugan tasnif tutarsizliklarin1 ortadan
kaldirarak operasyonel siirekliligin korunmasina da katki saglamaktadir. Bu
tutarlilik sayesinde, veriye dayali karar alma siirecleri daha etkin ¢aliymaktadur.

Kazanglar yalmizca zamandan ibaret degildir; sistem ayrica insan
kaynaginin yeniden dagitilmasina da imkin tanimigtir. Analistler, manuel
kodlama yerine olay analizine yogunlastirilarak kurumsal bilgi Gretimi
stirecine daha nitelikli katkilar sunmaktadir (McKinsey, 2024).

Sistem, standart ¢iktilarin gok diizenli bir bigimde tretilmesini sagladig:
igin raporlar arasindaki tutarlihi@ da artirmaktadir. Bu durum, onceki
donemlerde sikga kargilagilan subjektif degerlendirme farkliliklarinin ortadan
kalkmasina yardimer olmaktadir (TUBITAK, 2021).

Tim bu kazanglar, kurulusun insan kaynagini stratejik alanlara
yonlendirme kapasitesini artirmig ve emniyet analitigine daha fazla kaynak
ayrilmasini olanaklt kilmugtir.
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4.2 Emniyet Yonetimi Agisindan Deger

AT Co-Validator sisteminin birincil katkisi, emniyet verisinin daha erken
agamada ve daha dogru sekilde analiz edilmesini saglamasidir. Bu durum,
reaktif degil proaktif bir emniyet yaklagiminin hayata gegmesine olanak

tanimaktadir (FAA, 2023).

Derin 6grenme tabanli NLP modelleri (LSTM, sRNN), Avustralya
Ugak Kaza Aragtirma Dairesi (ATSB) gibi kurumlarin verileri iizerinde 87-
90 % araliginda F1 skoruna ulagmakta ve emniyet olaylarinin ¢ok ytiksek
dogrulukla siniflandirilmasini miimkiin kilmaktadir (Nanyonga vd., 2025a).
F1 skoru makine 6grenimi ve derin 6grenme modellerinin siniflandirma
bagarisim1 Ol¢gmek igin kullanilan bir metriktir. Kesinlik ve dogruluk
kriterlerinin harmonik ortalamasidir. Dogruluk (Accuracy) tiim tahminlerin
iginde dogru olanlarin oranin, kesinlik (Precision) ise modelin olumlu dedigi
orneklerin ger¢ekten olumlu olma oranini ifade etmektedir. Precision yiiksek
ama Recall diigiikse (ya da tersi) F1 bunu dengeleyerek gostermektedir. Bu
yiizden Ozellikle emniyet raporlari, kaza/olay siniflandirmalart gibi dengesiz
veri setlerinde (az sayida kritik olaymn varligt) F1 skoru “accuracy” den daha
anlaml bir Ol¢ii olmaktadir. Dolayisiyla %87-90 F1 skoru, modelin hem
yanlig pozitifleri hem de kagirilan vakalar1 diigiik tutarak olaylar1 yiiksek
dogrulukla siniflandirabildigini gostermektedir.

Sistem, olay analizlerinde siibjektiflik payini azaltarak daha objektif
ve standardize bir degerlendirme yapisi olugturmaktadir. Bu da kurumsal
emniyet kiiltiiriinde tutarlihgin artmasina katki saglamaktadir (Polaris Aero,
2025).

Yapay zekd destekli bu smiflandirma yapilarinin gece/giindiiz, vardiya
ya da merkez farki olmaksizin tutarl kararlar vermesi, onleyici emniyet
tedbirlerinin daha erken devreye sokulmasini saglamaktadir (AircraftIT,
2024).

Ayrica, FAA tarafindan yaymnlanan “Al Safety Assurance Roadmap”
gibi belgeler, bu tiir sistemlerin yalnizca teknik degil ayn1 zamanda etik ve
hukuki agilardan da entegre edilmesini 6nermektedir. Bu durum, emniyet
yonetiminin daha kapsamli bir bigimde ele alinmasina imkan tanimaktadir
(FAA, 2023).

4.3 Karar Destek Sistemine Katk:

AI Co-Validator, siiflandirma iglemleri sirasinda her rapor igin bir
giiven skoru (confidence score) iiretir. Bu skor, karar destek sistemlerinde
onceliklendirme ve ig akigin1 belirlemede temel bir kriter haline gelmektedir
(Aircraftl'T, 2024).
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Yiiksek giiven skoruna sahip raporlar otomatik olarak sistem tarafindan
islenebilirken, diisiitk skorlular insan analistlere iletilmektedir. Bu hibrit
model, McKinsey’in tanimladigi “yar1 otonom karar destek sistemleri”

stireglerine uygundur (McKinsey, 2024).

Ayrica, bu yap1 geri besleme mekanizmasi ile donatilmigtir. Analistlerin
yapacagr miidahaleler modelin 6grenmesini saglamakta, bu da sistemin
zamanla daha isabetli kararlar iiretmesine katki sunmaktadir (TUBITAK,
2021).

Benzeri Al tabanli karar destek sistemleri, yolcu davraniglarinin
analizinden bakim planlamasina kadar farkli operasyonel alanlarda da bagariyla
uygulanmakta ve kurumsal karar alma siireglerine katki saglamaktadir
(Demir vd.; 2024).

Son olarak, Polaris Aero tarafindan gelistirilen VOCUS SMS
platformunda yer alan benzeri 6zellikler, kullanic1 yazisina dayah kategori

eslestirme yaparak sistemin veri girme ve igleme verimliligini artirmaktadir
(Polaris Aero, 2025).

5. Etik ve Regiilasyon Acisindan Perspektifler

5.1 Etik ve Seffaflik Sorunlari

Yapay zeka sistemlerinin ugug operasyonlarinda siniflandirma ve analiz
amactyla kullanilmasi, karar verme algoritmalarinin nasil ¢aligtigina dair
bilgi eksikligini giindeme getirir; bu da kullanicilarin ve paydaglarin AT
sistemine giiven duymasini zorlagtirabilir (Park & Yoon, 2025). Ozellikle
“black-box™ niteligindeki derin 6grenme algoritmalari, modelin neden belirli
bir karara ulagtigini agiklamakta yetersiz kalabilir; bu durum, son yillarda
giderek 6nem kazanan agiklanabilir yapay zeka (XAI) yaklagiminin 6nemini
artirmaktadir. XAlI, algoritmanin igleyigini daha seffaf kilarak kullanicilarin
giivenini artirmay1 hedeflemektedir (Arrieta vd., 2019).

Aciklanabilirlik eksikligi hem algoritmik Onyarg:i riskini artirmakta
hem de hatali siiflandirma durumlarinda sorumlulugun belirlenmesini
giiclestirmektedir (Hobbs & Li, 2023). Ozellikle ugus giivenligi gibi yiiksek
risk igeren sistemlerde, algoritmalarin neden belirli bir raporu “olay” ya
da “risk” olarak siiflandirdigr agik¢a ortaya konmalidir. Aksi halde hatali
kararlarin tespiti ve diizeltilmesi siiregleri gecikebilir. Bu baglamda etik
sorumluluk sadece algoritmanin dogrulugu ile degil ayni zamanda karar
stirecinin izlenebilirligi ile de dogrudan iligkilidir.
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Al Co-Validator gibi sistemlerde dogruluk skoru yiiksek olsa da
ozellikle kritik olaylarda modelin hatali etiketleme yapmasi halinde insan
miidahalesinin g6z ardr edilmemesi gerekir. Bu durum, sistem tasariminda
etik bakig agisinin 6n planda tutulmasini gerektirir. Ozellikle ugus emniyetinde
yapay zekanin destekleyici ancak nihai karar verici olmayan bir pozisyonda
konumlandirilmasi, sistemin giivenligi ve etik uygunlugu agisindan elzemdir

(FAA, 2023).

Modelin seffaflig1 yalnizca teknik tasarimla sinirli olmamahdir. Kullanici
araylizi ve geri bildirim mekanizmalar1 da seffafligi destekleyecek sekilde
yapilandiriimalidir. Pilotlarin ve analiz ekiplerinin siniflandirma kararlarinin
mantigini anlamasi sistemi daha etkin ve giivenilir kilmaktadir (Anumula,
2025). Bu sayede, yapay zeka sistemlerine kargi gelistirilen giiven sorunu
azaltilabilir.

Yapay zeka algoritmalarindaki Onyargi, dilsel c¢esitlilik veya belirli
terminolojilerde farkli performans gosterebilir. Bu durum, farkl kiiltiirel ya
da cografi baglamlarda simiflandirma dogrulugunun azalmasina ve sistemin
ayrimci sonuglar iretmesine neden olabilir. Bu nedenle, algoritmalarin adil,
kapsayici ve tarafsiz sekilde egitilmesi etik agidan biiyiik 6nem tagir

Avrupa Komisyonu biinyesinde kurulan Avrupa Algoritma Seffaflik
Merkezi (ECAT), algoritmalarin endiistriyel uygulamalarda nasil daha geffaf
ve etik kullanilabilecegine yonelik standartlar ve rehberler geligtirmektedir
(ECAT, 2025). Bu girisim, yapay zeka sistemlerinin toplumsal kabuliinii
artirmakta ve diizenleyici ¢ergevelerle uyumlu hale getirmektedir. Al
Co-Validator gibi sistemlerin bu tiir standartlarla uyumlu olmasi, kurumsal
ve kamusal diizeyde giiven olugturmak agisindan hayati 6nem tagr.

Nature dergisinde yayimlanan Park ve Yoon (2025) g¢aligmasi,
yapay zeka sistemlerinde “giiven zinciri” yaklagimi ile geffafligin nasil
vapilandirilabilecegini  detayli bigimde ortaya koymaktadir.  Sistem
tasariminin her agamasinda seffafhgin gozetilmesi, yalnizca sonuglarin degil
stirecin de denetlenebilirligini saglar. Bu hem kullanici deneyimini geligtirir
hem de kurum igi hesap verebilirlik diizeyini yiikseltir.

Sonug olarak, ugug emniyetinde AI sistemlerinin kabulii yalnizca
teknik performansa degil; aymi zamanda geffaflik, etik denetlenebilirlik
ve sorumlulugun agikga tanmimlanmig olmasina baghdir. AI Co-Validator
gibi projelerde, etik tasarim ilkelerinin entegrasyonu ve agiklanabilirligin
saglanmast, teknolojik yeniligin sorumlu bigimde hayata gecirilmesi agisindan
temel 6nemdedir.
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5.2 Regiilasyon ve Denetlenebilirlik

Federal Havacihk Idaresi (FAA) tarafindan yayimlanan Al Safety
Assurance Roadmap” adli belge, havacilikta yapay zeka kullanimina yonelik
giivenlik temelli regiilasyon ilkelerini detayli sekilde ortaya koymaktadir. Bu
belge hem teknik yeterlilik hem de etik sorumluluklar agisindan kapsamli
bir denetim modeli 6nermekte; sabit model (learned) ve dinamik model
(learning) ayrimi yaparak her iki yapin da farkli degerlendirme ve
sertifikasyon siireglerine tabi tutulmasi gerektigini savunmaktadir (FAA,
2023).

Avrupa Birligi’nin Genel Veri Koruma Tiiziigii (GDPR) kapsaminda
otomatik karar siireglerine karsi bireylerin “insan miidahalesi hakki”
ve “kararin agiklanmasi hakki” (right to explanation) korunmaktadir.
Bu yaklagimlar, yapay zeka sistemlerinin karar alma siireglerini yalnizca
algoritmalara birakmamakta; ayni zamanda bireylerin bu siireglere itiraz
edebilme ve anlamlandirma hakkini tanimaktadir (FATE, 2025).

Avrupa Komisyonu, algoritmik geffaflik ve etik kullanim igin sorumlu
yapay zeka regiilasyonlarini gelistirerek, ECAT aracihgiyla sektorler arasi
denetim mekanizmalar1 Onermektedir (ECAT, 2025). Bu kapsamda
gelistirilen gergeveler, sistemlerin izlenebilirligini ve hesap verebilirligini
saglamayr amaglamaktadir. AI Co-Validator gibi yiiksek hassasiyetli
sistemlerin bu standartlara uygun gelistirilmesi gerekmektedir.

SESAR Joint Undertaking’in HUCAN projesi, hava trafik yonetimi
Ozelinde yapay zekanin nasil sertifikalandirilabilecegini ele almakta ve
giivenlik ile regiilasyon arasindaki dengenin nasil saglanacagina dair Oneriler
gelistirmektedir (Lanzi vd., 2024). Bu proje, ugus giivenligi agisindan yapay
zekaya dayali sistemlerin bagimsiz denetim ve test protokollerine tabi olmasi
gerektigini vurgulamaktadir.

Massachusetts Institute of Technology (MIT) gibi 6nde gelen akademik
merkezler, havacilik sektOriiniin yapay zekd deneyimlerinden yola
cikarak saglik sektorii gibi diger alanlara yonelik etik regiilasyon onerileri
sunmaktadir. Burada ortak vurgu, sertifikasyon siireglerinin seffaf, izlenebilir
ve kurumsal sorumlulugu agik¢a tamimlayan yapilarla desteklenmesidir
(Ouyang & Jameel, 2024).

Ingiltere’de 6nerilen Al hata ve kotiiye kullanim kayit sistemi, giivenlik
kritik sektorlerde yapay zeka kaynakli hatalarin merkezi bir yap: tarafindan
izlenmesini ve raporlanmasini 6nermektedir (The Guardian, 2024). Bu yapi,
regiilasyonun sadece Onleyici degil, ayn1 zamanda geriye doniik izleme ve
diizeltme kapasitesi de olmas1 gerektigini gostermektedir.
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ABD’de kamu kurumlarinda kullanilan yapay zeka sistemlerine yonelik
yeni diizenlemeler, seffaflik, insan denetimi ve algoritmik ayrimcilig
onleme ilkelerini 6n plana ¢kartmugti. 2024 sonuna kadar federal
kurumlar, kullandiklar1 AT sistemlerinde kullaniciya bilgi verme ve sistemin
giivenilirligini ispat etme sorumlulugunda 6nemli adimlar atmustir (Tech
Policy, 2025).

Son olarak, Al Co-Validator gibi sistemlerde regiilasyona uyumluluk
yalnizca teknolojik yeterlilikle degil; aymi zamanda etik sorumluluklarin,
insan denetiminin ve algoritmik seffafligin diizenlemelerle garanti altina
alinmasiyla miimkiindiir. Bu tiir sistemlerin siirekli denetlenebilir olmas:
hem emniyet standartlarini korumakta hem de kamu giivenini saglamaktadir.

6. Tiirkiye’de Uygulama Potansiyeli

6.1. Altyap1 ve Thtiyaglar

Tiirkiye’de yerlesik havayolu isletmeleri her giin binlerce operasyon
raporu iiretmektedir. Bu raporlarin héld biiyiik 6l¢lide manuel siireglerle
islenmesi, analiz hizin1 smirlamakta ve giivenlik ekiplerinin miidahale
stiresini uzatmaktadir (Yesilbag & Oktay, 2024). Otomatik siniflandirma
sistemlerinin devreye alinmasi i¢ hat yogun rotalarda personel ihtiyacini
azaltmakta, analiz hizmetlerini hizlandirmakta ve kritik emniyet kararlarinin
daha kisa siirede alinmasina olanak vermektedir.

Manuel raporlama siireglerine dayali sistemler, egitim seviyesi ve
degerlendirme  siibjektifliklerinden dolayr simiflandirmalarda  tutarsizlik
olugturmaktadir. Yapay zeka temelli otomasyon sistemleri, yitksek dogruluklu
sonuglar sunarak zaman kaybini 6nlemekle birlikte veri kalite standartlarini da
yiikseltebilir (Yesilbag & Oktay, 2024). Ozellikle ugug emniyeti raporlarinin
islenme siireleri modelle otomatiklestirildiginde, operasyonel dayaniklilik
agisindan 6nemli kazanimlar elde edilebilir.

Sivil Havacilik Genel Miudirligi (SHGM) bilgi sisteminin  dijital
altyapist veri entegrasyonuna agik bir yapiya sahiptir. ICAO tarafindan
Istanbulda diizenlenen “Global Implementation Support Symposium”da,
SHGM yetkilileri dijitallesme ve yapay zeka politikalarinin Tiirkiye’de hizla
ilerledigini vurgulamistir. Bu yapi, ulusal diizeyde uqug verilerinin merkezi
olarak toplanmasi ve analiz edilmesine uygun bir zemin sunmaktadir.

Tiirkiye’nin son 20 yildaki havacilik yatirrmlart hem yolcu talebini hem
de dijitallesme kapasitesini artirmistir. Yeni nesil Istanbul Havalimani gibi
biiyiik oOlgekli projeler hem veri altyapisinin hem de analitik sistemlerin
kurulmasini miimkiin kilmaktadir (Aksoy & Omer, 2023). Bu yatirimlar,
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yapay zekd ¢Ozlimlerinin uygulama alanmni dijital bir ugug veri ortamu
olusturmak agisindan zenginlestirmektedir.

Tiirkiye’de havayolu lojistik, yer hizmetleri ve bakim ekipmanlariyla
koordineli ¢aligan ugus giivenligi yonetim sistemleri (SSP/SMS) vyasal
zeminle desteklenmektedir (Yesilbag & Oktay, 2024). Bu yasal gergeve, yapay
zekd destekli raporlama sistemlerinin giivenlik kiiltiiriine entegre edilmesi
igin teknik gereklilikleri saglamaktadir.

THY’nin “Red Hat OpenShift AI” platformu gibi 6rnek projeleri ugus
operasyonlarindan dinamik fiyatlandirma, bakim 6ngoriileri ve operasyon
analitigine kadar bir¢ok alanda bagariyla uygulanmaktadir (Red Hat,
2025). Bu uygulamalar, havacilik alaninda yerli yapay zekd modellerinin
kullanilabilecegini gosteren 6nemli bir altyapr 6rnegidir.

Tiirkiye’nin aragtirma altyapisi da bu doniigiimde  kritik 6nemdedir.
Ozellikle Tiirk Hava Kurumu Universitesi, Eskisehir Teknik Universitesi
gibi kuruluglar havacilik ve yapay zeka alaninda fiziksel ve akademik altyapiya
sahiptir. Bu kurumlar, ulusal diizeyde 6ngorii ve siniflandirma sistemlerinin
gelistirilmesi igin egitimli personel yetigtirmektedir.

Sonug olarak, Tiirkiye’nin havacilik sektoriinde yapay zeka odakl
¢oztimler igin hem teknik altyapist hem de kurumsal uygunlugu mevcuttur.
THY gibi lider kuruluglarin diyjital dontistim stratejileri ile SHGM’nin
diizenleyici yapist bu siirecin giivenli ve siirdiiriilebilir bigimde ilerlemesini
desteklemektedir.

6.2. Yerli Sistem Gelistirme Olanaklari

Tiirkiye’de tiniversiteler, SHGM ve havayolu isletmeleri arasinda
kurulacak ig birlikleri, yerli yapay zeka tabanl raporlama platformlarinin
gelistirilmesine olanak saglayabilir. TUBITAK’in “Artificial Intelligence
Ecosystem Call 2025” gibi destek programlari bu tiir konsorsiyumlarin
kurulmasini tegvik etmektedir (TUBITAK, 2025). Bu yapilar, iiniversiteler
ile teknoloji firmalarini kapsayan konsorsiyumlarin kurulmasmna ve yerli
platformlarin gelistirilmesine olanak tanimaktadir.

Ulusal Yapay Zeka Stratejisi (2021-2025) vyerli teknoloji gelistirme,
veri giivenligi ve diga bagimlihgin azaltilmasi hedeflerine odaklanmaktadir
(Digwatch, 2021). Bu strateji gergevesinde, havacilik sektoriine 6zgii yapay
zeka g¢Oziimlerinin gelistirilmesi, ulusal giivenlik ve egemenlik agisindan
oncelikli bir alan olarak degerlendirilmistir.

TUBITAK tarafindan desteklenen “hackathon” ve yarigmalar, geng
aragtirmacilarin yerli projeler gelistirmesinde 6nemli bir tegvik mekanizmas:
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sunmaktadir. METU ve Aksaray Universitesi gibi kurumlar, savunma odaklt
Al projelerinde uluslararas: basar1 elde ederek, sivil havacilik sistemlerine
aktarilabilecek yontemler iizerinde ¢aligmaktadir. Bu kazanimlar, sektorel
inovasyonu desteklemektedir.

Savunma sanayiindeki yapay zeka tecriibesinin “dual-use” uygulamalar
yoluyla sivil havaciiga transfer edilmesi de miimkiindiir. Bayraktar TB2,
Hiirjet ve Kizilelma projelerinin Al entegrasyonu bu siireci destekleyici
orneklere dontismektedir. Bu geligmeler, sivil uygulamalarda kullanilacak AT
sistemlerinin gelistirilmesi i¢in referans altyap: olusturabilecek kapasitedir.

Tiirkiye Technology Center (GE Aerospace) gibi inovasyon merkezlerinin
varhigi, havacihk oOzelinde ileri analitik ve ugug verisi optimizasyonu
caligmalarini desteklemektedir (Aviation Turkey, 2025). Bu merkezler, veri
bilimi ve ugus gilivenligi sistemlerinin entegre edilmesi ile yerli ¢oztimler
iretilmesine katki saglamaktadir.

Yerli Al raporlama platformlarinin gelistirilmesi, veri mahremiyeti ve
ulusal egemenlik agisindan 6nemlidir. NAIS stratejisi (National Artificial
Intelligence Strategy), verinin Tirkiye iginde islenmesi ve yurt digi
bagimliliginin azaltilmasina vurgu yapmaktadir (Digwatch, 2021). Bu
yaklagimla gelistirilecek sistemler, giivenlik standartlarina daha kolay uyum
saglayabilir.

Akademik kuruluglarin yani sira 6zel sektoriin Al ekosistemi hizla
geniglemektedir; 2025 itibariyla yiizlerce Al startup’1 faaliyet gostermektedir
(TUBITAK, 2025). Bu isletmeler yerli ¢oziim gelistirme kapasitesine katk
saglamakta, sektorel inovasyon potansiyelini artirmaktadir.

Ayrica yerel sistemlerin test, sertifikasyon ve regiilasyon siireglerinde
SHGM kritik rol {iistlenebilir. SHGM’nin ICAO ve EASA standartlarina
uyumlu yapisi, yerli platformlarin denetlenebilir, glivenilir sistemler haline
gelmesini destekleyecek niteliktedir (Yesilbag & Oktay, 2024). Boylece,
sistemlerin uluslararasi standartlarda ¢aligmasi saglanabilir.

Sonug itibariyla, Tiirkiye’nin hem akademik hem kurumsal araglar: yerli
yapay zeka tabanli raporlama sistemlerinin gelistirilmesini desteklemektedir.
Bu sistemler, havacilik operasyonlarinin giivenlik ve verimlilik agisindan
stratejik dontigiimiinii hizlandirabilir.

6.3 Regiilasyon ve Politika Cergevesi

Yapay zeka sistemlerinin sivil havacilikta kullanimi, mevcut mevzuatlarla
siirlandirilamayacak kadar karmagik bir yapiya sahiptir. Tiirkiye’de SHGM
tarafindan yiiriitiilen diizenlemeler, klasik bilgi sistemleri i¢in uygun olsa da
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Ozerk karar alma yetenegine sahip yapay zeka sistemleri i¢in giincellenmesi
gerekmektedir. Avrupa Birligi'nin 2021 yilinda yayinladig: Yapay Zeka Yasasi
(AI Act), bu alanda 6ncii bir model sunmakta ve risk-temelli siniflandirma
yaklagimi ile yiiksek riskli sistemlerin denetimini zorunlu kilmaktadir
(European Commission, 2021).

Havacilik sektoriinde kullanilan yapay zeka sistemleri hem operasyonel
hem de giivenlik agisindan yiiksek riskli sistemler kategorisine girmektedir.
Bu sistemlerin karar alma siireglerinin geffaf olmasi, yani “agiklanabilir
yapay zeka” (explainable AI) ilkelerine gore tasarlanmasi biiyiik 6nem tagir
(European Commission, 2019). Tiirkiye’de gelistirilecek politikalarin da bu
prensipler dogrultusunda olugturulmasr sistem giivenilirligini artiracaktir.

Regiilasyonlar sadece teknolojik degil ayn1 zamanda etik boyutlar1 da
kapsamalidir. Ozellikle karar verme siireglerinde insan-makine etkilesimi ve
sorumluluk paylagimi kritik hale gelir. Tiirkiye’nin bu siiregte etik ilkeleri de
igeren bir diizenleyici gergeve olugturmasi kamu giivenligi agisindan 6nem arz
etmektedir. Yapay zekdnin uqgus giivenliginde karar destek sistemleri olarak
kullanilmasi, regiilasyonlarda insan merkezli kontrol mekanizmalarinin
yeniden tanimlanmasini gerektirmektedir.

Tiirkiye, Avrupa Havacilik Emniyeti Ajanst (EASA) ile 15 birligi yaparak
yerli politika gergevesini kiiresel normlarla uyumlu hale getirme firsatina
sahiptir. ECAC iiyeligi kapsaminda alinacak ortak kararlar regtilasyonlarin
tutarlihigin ve uygulanabilirligini artiracakti. Aymi zamanda Tiirkiye’nin
stratejik cografi konumu, bolgesel bir yapay zeka uygulama merkezi olmasi
i¢in yasal altyapisini giiglendirmesini gerekli kilmaktadir.

Yapay zekanin ugug operasyonlarinda uygulanabilirligi yalnizca teknolojik
kabiliyetle degil, bu teknolojiyi diizenleyen ve yoneten kurumsal yapilarin
esnekligi ve giincelligi ile dogrudan iliskilidir. Tiirkiye’nin, ulusal strateji
belgeleri ile uyumlu, etik ve teknik standartlari igeren bir regiilasyon gergevesi
olusturmasi, bu teknolojilerin giivenli ve etkili bigimde benimsenmesini
saglayacaktir (CBDDO, 2021).

6.4 Insan Kaynagi ve Egitim Ekosistemi

Yapay zeka destekli havacilik sistemlerinin bagarist yalnizca algoritmalarin
dogruluguna degil, bu sistemleri tasarlayacak ve yonetecek insan kaynaginin
niteligine baghdir. Tiirkiye’de havacilik alaninda nitelikli insan giicii
mevcuttur ancak yapay zekd uzmanlig: ile bu alanin entegrasyonu hala
sinirhidir. Bu nedenle hem miihendislik hem de havacilik egitimi veren
kurumlarin programlarini doniistiirmeleri gerekmektedir. Ozellikle teknik
tiniversiteler tarafindan gok disiplinli egitim programlari gelistirilerek hem
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sivil hem askeri havaciik alanina yapay zekd okuryazari profesyoneller
yetigtirilmesi 6nemlidir. Ayrica bu merkezler, sektorel is birlikleri ile hem
egitim hem de aragtirma uygulamalarini harmanlayacak yapilar kurmalidir.

Havayolu igletmelerinin kendi i¢ egitim programlarini genigletmeleri de
onemli bir stratejidir. Bu igletmeler bakim, emniyet ve operasyon yonetimi
ekiplerine yonelik siirekli egitimler diizenleyerek c¢aliganlarinin yapay zeka
sistemlerini anlama, yorumlama ve kullanma becerilerini artirabilir. Bu
sayede sistemlerin verimliligi ve glivenilirligi artabilecektir.

Uluslararas1 havacilik egitim kurumlan ile yapilacak ortak ¢aligmalar,
Tiirkiye’deki egitim altyapisinin uluslararasi gegerliligini de artirabilecektir.
Ozellikle EASA onayli programlara entegre edilecek YZ modiilleri,
sertifikasyon siireglerini destekler nitelikte olacaktir (European Commission,
2021). Boylece Tiirkiye, sadece kullanici degil ayn1 zamanda ihrag edilebilir
insan kaynag tiretiminde de avantajli konuma gelebilecektir.

Uzun vadede Tiirkiye’'nin havacilik sektoriinde dijital dontigiimiinii
stirdiiriilebilir  kilacak temel unsur, egitim sisteminin bu doniigiimii
destekleyecek sekilde yeniden yapilandirilmasidir. Yapay zeka ve havacilik
ckseninde olusturulacak akademik-sanayi-kamu ig birlikleri, yeni nesil
uzmanlar yetigtirilmesini miimkiin hale getirebilecektir.

6.5 Ekonomik Etki ve Yatirim Alanlari

Yapay zeka teknolojilerinin havacilikta kullanimi yalnizca operasyonel
verimliligi artirmakla kalmaz, ayn1 zamanda sektore yeni yatirnm alanlar
kazandirir. Tiirkiye’de i¢ hat ve dig hat yogunlugu dikkate alindiginda,
otomatik raporlama sistemlerinin uygulanmasi hem dogrudan hem de
dolayli ekonomik fayda yaratacaktir (KPMG, 2021). Raporlama siiresinin
kisalmasi, karar alma hizini artirarak girketlerin maliyetlerini azaltici 6zellige
sahiptir.

Yerli yazilim ve yapay zeka girisimlerinin bu alana yonlendirilmesi katma
degerli iirtinlerin artmasmna aracilik etmektedir. TUBITAK ve KOSGEB
destekli girigim programlari ile yapay zeka tabanli sistemlerin yerli firmalar
tarafindan gelistirilmesi, diga bagimlilig: azaltirken teknoloji ihracatini da
destekleyecektir (TUBITAK, 2021). Bu tiir yatirimlar, Tiirkiye’nin dijital

ekonomiye gegisini hizlandiracaktir.

Ekonomik olarak en biiyiik kazanim, insan kaynag: tasarrufu ve zaman
maliyetinin diigmesidir. Giiniimiizde manuel raporlama ve veri igleme
stiregleri ciddi zaman ve kaynak gerektirmektedir. Yapay zeka sistemleri
sayesinde bu iglemler saniyeler iginde gergeklesebilir ve bu durum, isgiicii
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yeniden dagilimini tetikleyerek yiiksek katma degerli alanlara yonelmeyi
miimkiin kilar.

Ugqus operasyonlarindaki aksakliklarin azaltilmasiyla birlikte, miigteri
memnuniyeti artacak ve dolayl gelirler de yiikselecektir. Yolcu giivenligi,
ugus siirekliligi ve zamaninda kalkis oranlar1 gibi gostergeler iizerinde
olumlu etkiler yaratacak yapay zeka uygulamalari, sirketlerin marka degerini
ve rekabetgiligini artiracaktir. Tiirkiye’nin bolgesel havaciik merkezine
doniigiim hedefi agisindan bu tiir yatirnmlar stratejik 6nem addetmektedir.

Uzun vadede yapay zeka sistemlerinin havacilik diginda da etkileri
olacaktir. Ornegin sigorta sektoriinde risk analizleri, enerji yonetiminde
tahminlemeler veya giimriiklerde denetim sistemleri gibi uygulama alanlar
dogacaktir. Tirkiye’nin bu teknolojiyi Oncelikli sektorlerde uygulamasi,
diger alanlara da 6l¢eklenebilir faydalar saglayacaktir.

6.6 Veri Giivenligi ve Altyap:1 Uyumu

Yapay zeka sistemlerinin basarisi, biiyiik hacimli ve kaliteli verilere
dayanir. Tiirkiye’'de SHGM ve havayolu firmalar1 tarafindan toplanan
operasyonel verilerin biitiinligli, gizliligi ve gilivenligi, bu sistemlerin
giivenilirligi agisindan kritik 6nemdedir. Ancak verilerin gogu hald manuel
olarak saklanmakta ve iglenmektedir.

Veri standardizasyonu eksikligi, yapay zeka sistemlerinin dogrulugunu
ve giivenligini olumsuz etkileyebilir. Ugus operasyon raporlarinin
dijitallestirilmesi ve tek formatta islenebilir hale getirilmesi, sistem
performansint  dogrudan artiracaktir  (ThinkTech, 2020). Bu nedenle
havayolu firmalarinin ve kamu otoritelerinin ortak veri altyapilar: kurmalari
gereklidir.

Ayrica, KVKK ve GDPR gibi veri koruma diizenlemeleri kapsaminda,
kigisel ve kurumsal bilgilerin islenmesinde etik ilkeler gozetilmelidir. Yapay
zekd sistemlerinin 6grenme siireglerinde anonimlestirme ve sifreleme
tekniklerinin kullanilmasi, veri giivenligini giiclendirir (EDPB, 2022). Bu
baglamda yerli sistemlerin bu standartlarla uyumlu bigimde gelistirilmesi
kritik 6neme sahiptir.

Siber giivenlik tehditleri de veri altyapisimt dogrudan etkileyen bir
taktordiir. Tiirkiye’nin ulusal siber giivenlik stratejileri kapsaminda havacilik
altyapilarini kapsayan 6zel koruma planlari gelistirmesi gereklidir. Ozellikle
ugus verileri ve ugug sonrasi raporlarin biitiinliigii, saldirilara karg1 giivence
altina almmahdir (UAB, 2023).
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Veri yonetimi ve giivenligi, sadece teknik degil ayni zamanda stratejik bir
konudur. Tirkiye, veri egemenligini koruyarak bu verileri yerli sistemlerle
isleyecek bir altyapr kurdugunda, disa bagimlihigr azaltirken stratejik
ozerkligini de pekistirmis olacaktir.

6.7 Uluslararasi Is Birlikleri ve Stratejik Konum

Tiirkiye’nin havacilikta yapay zeka entegrasyonu siirecinde, uluslararasi
i birlikleri stratejik 6neme sahiptir. Avrupa Birligi, ICAO ve IATA gibi
kuruluglarla teknik ve politik ig birliklerinin gelistirilmesi, sistemlerin kiiresel
normlara uygun bigimde tasarlanmasina destek olacaktir. Tiirkiye’nin
bu kuruluglarla uyumlu projeler {iiretmesi, kiiresel havacilik sistemine
entegrasyonunu giiglendirecektir.

Orta Dogu, Balkanlar ve Orta Asya pazarlarina komgu olan Tiirkiye,
bolgesel teknoloji merkezi olma potansiyeline sahiptir. Bu kapsamda,
Istanbul Havaliman1 gibi altyap: projeleri iizerinden YZ destekli operasyon
sistemleri pilot uygulama alanlar1 olarak kullanilabilir. Boylece, Tiirkiye
sadece kullanici degil ayn1 zamanda bolgesel tedarikgi roliine de gegebilir.

Teknolojik is birlikleri gercevesinde, Avrupa’daki iiniversitelerle ortak
aragtirma projeleri  gelistirilmesi, bilgi paylagimi ve teknoloji transferi
stireglerini hizlandiracaktir. Horizon Europe gibi programlara katilim hem
finansman hem de Ar-Ge kapasitesinin artirilmast agisindan onemlidir
(European Commission, 2021).

Ayrica Star Alliance ftiyeleri arasinda yapilacak teknoloji paylagimi
anlagmalari, YZ sistemlerinin uluslararasi test sahalarinda uygulanmasina
olanak tanir. Bu sayede Tiirkiye, sistem giivenilirligi ve standardizasyonu
konusunda liderlik rolii istlenebilir.

Sonug olarak, Tiirkiye’nin stratejik cografi konumu, gelismis havalimani
altyapisi ve insan kaynagi potansiyeli, yapay zeka temelli havacilik sistemlerinin
uluslararas: diizeyde yayginlastirilmasi igin giiglii bir temel olusturmaktadr.
Bu potansiyelin degerlendirilmesi igin ¢ok yonlii uluslararas: is birliklerinin
tesis edilmesi gereklidir.

7. Gelecege Yonelik Ongoriiler

Yapay zekd ¢Oziimlerinin uqug operasyonlarinda yalmizca rapor
siniflandirma ile sinirh kalmayacagy; bakim, yakit yonetimi, kriz miidahale
sistemleri ve operasyon planlamasi gibi alanlara yayilacagi ongoriilmektedir.
AI Co-Validator benzeri projeler bu doniigimiin 6ncii 6rnekleri olarak
kalic1 bir etki olugturabilir. Ancak bu bagar1 yalnizca teknik yeterlilikle degil,
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ayni zamanda organizasyonel doniigiim ile yasal ve etik uyum siireglerinin
biitiinselligiyle saglanabilecektir.

Sonug

Yapay zekanin (YZ) havacilik sektoriine entegrasyonu, yalnizca teknolojik
bir yenilik degil ayn1 zamanda organizasyonel degisimin bir tetikleyicisidir.
Ugus operasyonlar1 gibi yiiksek riskli ve veri yogun ortamlarda YZ
sistemleri, karar destekten siire¢ otomasyonuna kadar ¢ok katmanl roller
tistlenebilir hale gelmistir. AI Co-Validator projesi, bu kapsamda gelistirilen
ve uygulamaya gegirilen somut orneklerden biri olarak dikkat ¢ekmektedir.

Giinlimiiz havacilik ekosistemi giderek daha fazla veri iiretmekte ve
bu verinin gergek zamanli analizini talep etmektedir. Ugus raporlarinin
anlik olarak analiz edilmesi, sadece bireysel olaylarin degil sistemik
problemlerinin de tespit edilmesini miimkiin kilmaktadir. Bu baglamda YZ
tabanli siniflandirma ve analiz sistemleri, veri zenginligini bilgiye, bilgiyi
ise ongoriiye doniigtiiren stratejik araglar olarak degerlendirilmektedir
(Nanyonga vd.; 2025).

YZ sistemlerinin ugus giivenligine katkisi, reaktif siireglerden proaktif
stireglere gegigin hizlanmasinda da kendisini gostermektedir. Geleneksel olarak
kazalar ya da olaylar yagandiktan sonra miidahale edilen bir alanda, YZ’nin
sundugu erken uyar1 mekanizmalar1 sayesinde olaylar heniiz olusmadan 6nce
tahmin edilebilir hile gelmektedir. Bu durum hem maliyetlerin azaltilmasi
hem de insan hayatinin korunmast agisindan hayati bir kazanimdir (Demir

vd., 2024).

Ancak teknolojinin bagarisi, sadece sistemin dogruluk oranlariyla degil
ayni zamanda sistemin sektorel kabulii ve yasal uyumlulugu ile de dogrudan
iligkilidir. AI' Co-Validator gibi sistemler yiiksek dogrulukta galigsalar dahi,
havayolu sirketlerinin giivenini kazanamadiklar1 siirece operasyonel fayda
iiretemezler. Bu nedenle YZ ¢oziimlerinin seffaflik, denetlenebilirlik ve etik
ilkeler dogrultusunda tasarlanmasi zorunluluktur (Binns, 2018; European
Commission, 2021).

Tiirkiye agisindan degerlendirildiginde, yiiksek yolcu hacmine sahip
hava yollar1 ve modern havalimani altyapisi, YZ sistemlerinin entegrasyonu
igin uygun bir zemin sunmaktadir. Ancak bu entegrasyonun siirdiirtilebilir
olmasi, yalnizca teknolojik degil ayni zamanda kurumsal doniigiimiin
saglanmastyla miimkiindiir. Ozellikle yerli algoritmalarin gelistirilmesi ve
veri mahremiyetine iligkin ulusal diizenlemelerin yapilmasi bu dontistimiin
oniinii agacaktir (TUBITAK, 2021).
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YZ’nin sundugu firsatlarin yani sira siber giivenlik ve algoritmik taraflilik
gibi riskler de gz ard1 edilmemelidir. Ugus giivenligi ile ilgili kararlarin YZ
sistemleri tarafindan alinmasi, hatali siniflandirmalarin ciddi sonuglara yol
agabilecegi bir ortam yaratir. Bu nedenle insan denetimi ve yapay zeka ig
birliginin dengeli bir sekilde kurgulanmasi elzemdir. Tam otomasyon yerine,
denetimli otomasyon modelleri daha uygulanabilir ve giivenilir bir yol olarak
one ¢ikmaktadir (McKinsey, 2020).

Gelecege doniik olarak, YZ sistemlerinin havacilik operasyonlarinda
sadece raporlama degil; ugus planlama, rotalama, bakim 6ngoriileri ve kriz
yonetimi gibi alanlara da entegre edilecegi 6ngortilmektedir. Bu gok yonlii
kullanim, havacilik sektoriiniin daha esnek, dayanikli ve akilli bir yapiya
evrilmesini saglayacaktir.

Sonug olarak, yapay zekanin ugus operasyonlarinda kullanimu, sektérdeki
giivenlik ve verimlilik dengesini yeniden tanimlamakta, geleneksel siiregleri
yeniden yapilandirmaktadir. Tiirkiye gibi gelismekte olan pazarlar igin bu
tiir sistemlerin erken benimsenmesi, yalmzca rekabet avantaji degil, aym
zamanda global havacilik normlarina daha hizli entegrasyon anlamina
gelmektedir. Bu baglamda YZ destekli giivenlik sistemleri sadece teknik bir
yatirim degil, ayni1 zamanda stratejik bir vizyonun ifadesidir.
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