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On Soz

Miihendislik, kopriiler, tiineller, yollar, araglar ve binalar dahil olmak
tizere makineler, yapilar ve diger 6geleri tasarlamak ve inga etmek igin bi-
limsel ilkelerin kullanilmasidir. Mithendislik disiplini, her biri uygulamali
matematik, uygulamali bilim ve uygulama tiirlerinin belirli alanlarina 6zel
vurgu yapan, genig bir yelpazede uzmanlagmis miihendislik alanlarini kap-
sar. Mithendislik bir iilkenin kalkinmasinda ve gelismesinde ¢ok 6nemli rol
oynayan disiplinler aras1 ortakligin meydana getirdigi bir iist bilim dalidir.
Miihendislik, matematiksel ve dogal bilim dallarindan, ders ¢aliyma, deney
yapma ve uygulama yollar: ile kazanilmug bilgileri akillica kullanarak, doga-
nin kuvvetleri ve maddelerini insanoglu yararina sunmak {izere ekonomik
olan yontemler gelistiren bir meslektir.

Clinkii mithendislik yaklagimi; igi sorun ¢6zmek olan insan yaklagimidr.
Miihendislik yaklagimi iginde bulunan ¢alisanlar, goriilmeyeni gorerek, dii-
stiniilmeyeni bularak, optimum ¢6ziimleri hedefleyip durumdan maksimum
fayday1 gikarmayi bilirler. Diger taraftan miihendislik nedir, sorusu ile akli-
miza gok genig ve detayl bir tanimlama gelse de genel olarak miihendislik,
problemleri ¢6zebilmek igin gerekli olan bilim ve matematigin uygulanma-
sidir diyebiliriz. Miihendisler, bir geylerin nasil galigtigini anlar ve bilimsel
kegiflerin pratik hayatta kullanimi i¢in yontemler bulur.

Yayinlanan bu kitap; ¢esitli mithendislik dallarinda hocalik yapan akade-
misyenlerin sunmug oldugu gerek kendi 6zgiin ¢aligmalar1 ve gerekse lite-
ratiirden aktarilan derleme galigmalarin bir araya getirilmis sunumlarindan
meydana getirilmigtir. Burada amag konuyla ilgilenen miihendis ve akade-
misyenlerin 6nemli sayilacak miithendislik ¢aligmalarini bir arada bulmala-
ridir. Dolayisiyla kitabin 6nemli bir boglugu dolduracag: ve geng aragtirma-
cilara faydali olacagi kanaatindeyim. Bu baglamda; kitaba bilimsel katki su-
nan, kitabi baskiya hazirlayan kisacas: emegi gegen herkese tegekkiir ederiz.
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Yayimlanan bu kitabin gerek miihendislere ve gerekse geng akademisyen-
lere faydali olmasini diler, tiim miihendis ve geng akademisyenlere bagarilar
dilerim.

Prof. Dr. Kamil KAYGUSUZ
Makine & Kimya Miihendisi ve Enerji Uzmani
Karadeniz Teknik Universitesi Ogretim Uyesi

Tiirkiye Bilimler Akademisi Asli Uyesi
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Preface

Engineering is the use of scientific principles to design and construct
machines, structures and other items, including bridges, tunnels, roads,
vehicles and buildings. The engineering discipline encompasses a wide
range of specialized engineering fields, each with particular emphasis on
specific areas of applied mathematics, applied science, and application types.
Engineering is a sub-discipline created by the interdisciplinary partnership
that plays a very important role in the development and development of a
country. Engineering is a profession that develops economical methods to
present the forces and substances of nature for the benefit of human beings,
using the knowledge gained through study, experimentation and application
from the branches of mathematics and natural sciences wisely.

Because the engineering approach; It is the human approach whose job
is to solve problems. Employees who take the engineering approach know
how to see the unseen, find the unthinkable, target optimum solutions and
get the maximum benefit from the situation. On the other hand, although a
very broad and detailed definition comes to mind with the question of what
is engineering, we can say that engineering is the application of science and
mathematics necessary to solve problems. Engineers understand how things
work and find ways to use scientific discoveries in practical life.

This book published; It was created from the presentations of both their
own original studies and compilation studies from the literature presented
by academics who teach in various engineering branches. The aim here is for
engineers and academics interested in the subject to find important enginee-
ring studies together. Therefore, I believe that the book will fill an important
gap and be useful to young researchers. In this context; We would like to
thank everyone who contributed scientifically to the book, in short, who
contributed to the preparation of the book for printing.



I hope that this published book will be useful to both engineers and
young academics, and I wish success to all engineers and young academics.
Prof. Dr. Kamil KAYGUSUZ

Mechanical & Chemical Engineer

Karadeniz Technical University

Energy Expert
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Chapter 1

Influence of T6 heat Treatment on the
Mechanical Properties of AA7075 and
AA7020 alloys

Ugur Biiyiik!
Emin Cadirls?
Hasan Kaya?®

Erkan Ustiin*

Mehmet Giindiiz®

Abstract

The AA7075 and AA7020 alloys were prepared using a vacuum melting
turnace and a casting furnace. Mechanical properties of the alloy samples
were investigated as-cast and under heat-treated conditions. To investigate
the effect of heat treatment, numerous designed AA7075 and AA7020
samples were homogenized (solution process) in two steps (300 °C/12h+475
°C/12h) and then aged under different regimes. The mechanical properties of
microhardness (HV), ultimate tensile strength (o), tensile yield strength
(0Lys)> compressive yield strength (o.,,) and Young’s modulus (E) were
measured to investigate the effect of heat treatment on mechanical properties.
Both alloy systems (AA7075 and AA7020) were compared both within
themselves and with each other in terms of mechanical properties depending
on how they were subjected to the heat treatment. Depending on the
applied heat treatments, 7075 alloy exhibited superior mechanical properties

1 This work was supported by the Erciyes University Scientific Research Project Unit under
contract No’s: FBA-2021-10981. The authors are grateful for the financial support.

Prof. Dr., Erciyes University, Faculty of Education, Department of Science Education, Kayseri,
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2 Prof. Dr., Nigde Omer Halisdemir University, Faculty of Arts and Sciences, Department of
Physics, Nigde, Turkey, ecadirli@gmail.com, ORCID: 0000-0002-8085-9733

3 Prof. Dr.,, Erciyes University, Faculty of Education, Department of Science Education, Kayseri,
Tarkey, hasankaya@erciyes.edu.tr, ORCID: 0000-0003-3529-9762

4 Dr, Nigde Omer Halisdemir University, Institute of Science, Nigde, Turkey,
erkanustun_07 @hotmail.com, ORCID: 0000-0002-7745-396X
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compared to 7020 alloy. A good combination of high microhardness and
reasonable tensile strength has been achieved for both alloy systems by
sequential and appropriate heat treatment. While the peak o, value reached
for the AA7075 alloy was 425 MPa (regime 3), it was determined as 320
MPa (regime 2) for the AA7020 alloy. After the aging process at 150 °C/24h
(regime 2) applied proceeding the homogenization process, the peak HV
and o values for AA7020 alloy were achieved as 1235 MPa and 321.6
MPa, respectively.

1. INTRODUCTION

Due to its high strength/weight ratio and shapeability, Aluminum is used in
a wide range of areas from construction applications to structural parts of
various vehicles (automobile bodies, engine parts, aircraft bodies, etc.). Due
to the low densities of these alloys, besides the energy efficiency they pro-
vide, they are preferred in terms of sustainability, which has been emphasized
in recent years, as well as their easy recycling properties. Nowadays, inten-
sive studies on alloy properties, heat treatment and forming technologies are
carried out in order to increase the existing properties of aluminum. 7xxx
alloys are considered to be the most important group among heat treatable
aluminum alloys. Depending on the applied heat treatment, there are great
increases in mechanical properties (Hatch, 1984). In applications requiring
high strength, 7xxx series aluminum alloys, which can be hardened by aging,
are preferred (Rometsch, Zhang & Knight, 2014).

The increase in the mechanical properties of the alloy with aging is due
to the difficulty of the dislocation movement of the secondary phase precip-
itates formed by heat treatment in the structure (Tekeli ez al., 2019). Aging
is a three-stage heat treatment. These consist of solution, quenching and
aging stages. In the solution stage, the material is kept at high temperature
in order to obtain a supersaturated, single-phase solid-solution rich in al-
loying elements. In the quenching phase, the material is cooled rapidly and
the supersaturated microstructure is preserved at room temperature. In the
aging stage, the rapidly cooled alloy is kept at a certain aging temperature
for a certain period of time, and the second phase is formed in the structure.

The effects of the heat treatment on the mechanical properties (micro-
hardness, ultimate tensile strength, compressive strength) of the AA7075 (Al-
5.5Zn-2.5Mg-1.5Cu wt.%) and AA7020 (Al-4.5Zn-1.2Mg-0.15Cr-0.15Zr
wt.%) alloys have not been investigated in a comparative manner. Therefore,
the purpose of the present work was to investigate mechanical properties of
the AA7075 and AA7020 alloys depending on the heat treatment.
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2. EXPERIMENTAL PROCEDURES

2.1. Preparation of the AA7075 and AA7020 cast alloys

Weighed quantities of high purity (99.99 %) Al, Zn, Mg, Cu and other
minority metals (Cr, Zr) were used to prepare the AA7075 and AA7020 cast
alloys (all compositions are given in wt.% unless otherwise noted). First,
Al was placed in a graphite crucible (L:170 mm, OD: 40 mm, ID:30 mm)
and melted in a vacuum furnace. After complete melting of Al the required
amount of Zn was placed under the surface of the liquid Al. Three stirrings
of the liquid Al-Zn alloy were carried out at five-minute intervals, and then
required amount of Mg packed with pure thin Al foil was placed in a graphite
cage with many perforations; it was then put under the surface of the liquid
Al-Zn alloy in order to avoid Mg burning on the surface of the melt. Finally,
Cu and other minority metals (Cr and Zr) required according to the type of
alloy were put into the crucible and melted. To get homogeneous cast alloys,
the alloys were melted again in the vacuum melting furnace by inverting the
billet. After stirrings and allowing time for the melt homogenization, the
molten alloys were poured through a funnel into a graphite crucible that
was connected with other alumina molds (180 mm in length, 9 mm OD, 6
mm ID) placed in a casting furnace. The furnace had lower and upper heat-
ers at temperatures of approximately 50 °C and 100 °C above the melting
point of the alloy, respectively. Each sample was stirred with a fine alumina
rod and then solidified from bottom to top using a water cold stainless-steel
reservoir in order to obtain a complete mixture and directionally solidified
homogeneous sample. The average cooling rates through the directionally
solidified samples were between 8-2 K/s depending on the position relative
to the reservoir. The sample preparation experiments were repeated until
the necessary numbers of suitable samples were produced. The upper and
lower parts (10 mm) of the sample, which may contain casting defects, were
discarded and not used for mechanical testing. The remaining parts of the
samples for both alloys were prepared for mechanical tests.

2.2. Heat treatment

First, required amounts of samples (for microhardness, tensile and
compressive strength tests) were produced for each alloy (AA7075 and
AA7020). The solution treatment (homogenization) and aging processes in
different regimes applied within the scope of this study are shown schemat-
ically in Fig. 1. To compare alloy samples to be heat treated with samples
in as-cast form (Fig. la), five of the as-cast (without heat treated, WHT)
samples group were not exposed to any heat treatment (HT) and they were
stored at a low temperature (-18 °C) in a freezer in order to avoid the nat-
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ural aging of the alloy at room temperature (RT) for microstructure and
mechanical tests. The remaining twenty-five samples were exposed to a two-
step 300 °C/12h+475 °C/12h solution treatment process (homogenization)
and then quenched in water at RT (Fig. 1b). After the solution treatment
process, these twenty-five samples were divided into five subgroups. One
of these subgroups was preserved as an only homogenized group. In other
words, it was not exposed to any aging treatment process. The remaining
tour subgroups (five samples in each subgroup) were exposed to artificially
aging process (T6) in different conditions (regimel- regime4) (Fig. lc-f).
As shown in Fig. 1, five test samples were allocated for each subgroup to
increase the reliability of the data.

The solution heat treatments (T6) were conducted in a Protherm PLF
110/45 model muffle furnace. In the two-step solution process, the samples
were first kept at 300 °C for 12 hours and then at 475 °C for 12 hours and
then quenched in water at room temperature to obtain a supersaturated sol-
id solution o—Al. Then, the process was completed by performing an artifi-
cial aging process in four different regimes. As can be seen from Figure 1c-f,
regime 1(120 °C/24h) and regime 2 (150 °C/24h) one step regime 3 (120
°C/12h +150°C/12h) and regime 4 (150 °C/12h +180°C/12h) consist of
two-step heat treatments. The heat treatment (HT) conditions in both solu-
tion treatment and aging process are given in Table 1. After the heat treat-
ments, standard metallography, microhardness, tensile strength, and com-
pressive strength were carried out for all the samples (as-cast (WHT), only
homogenized and homogenized +aged samples).

Table 1. Heat treatment processes of theAA7075 and AA7020 alloys

Name of sample |Process Status
WHT Without heat As-cast
treatment
Only 300 °C/12h+475 °C/12h (two-
OH o
Homogenization step)
Regime 1 H+artificial aging 300 °C/12h+475

°C/12h—120°C/24h (one-step)
300 °C/12h+475

Regime 2 H+artificial aging °C/12h—150°C/24h (one-step)
. s . 300 °C/12h+475 °C/12h—120

Regime 3 H+artificial aging | o Zh/ +150 °C/12h /(two-step)

Regime 4 H+artificial aging 300 °C/12h+475 °C/12h—150

°C/12h+180 °C/12h (two-step)
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Figure 1. Types of heat treatment process (a) as-cast (without heat
treatment WHT) (b) Solution treatment process (300°C/12h+475°C/12h
homogenization with two-step) (c) aging regime 1 with one-step (120
°C/24h) (d) aging regime 2 with one-step (150 °C/24h) (e) aging regime 3
with two-step (120 °C/12h +150°C/12h) (f) aging regime 4 with two-step
(150 °C/12h +180°C/12h)

2.3. Measurement of the microhardness (HV)

Microhardness measurements were conducted at room temperature using
a Future-Tech FM—700 model microhardness test apparatus. A 300-gram
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load was applied to the sample surface for 10 seconds, and approximately
20-25 readings were taken for each section. The mean values were obtained
from the microhardness readings. Even though the measurement process
was conducted with utmost care, some errors may have occurred due to
surface quality of the sample, phase distribution in the microstructure and
uncertainty in the traces. Additionally, a measurement error could be caused
by the inability to achieve the required sharpness when measuring the diag-
onal lengths of the trace developed on the sample surface. The percentage
of error obtained in the hardness measurements is acceptable (6%) and is
within the systematic measurement error limits of the device.

2.4. Measurement of ultimate tensile strength (o),
strength (6, and compressive yield strength (o

tensile yield
CYS)

The tensile and compressive strength of the samples were evaluated using
a Shimadzu AG-XD testing system. The cylindrical samples for tensile test-
ing had a diameter of 6 mm and a length of 60 mm, while the compressive
samples had a diameter of 6 mm and a length of 8 mm. For each test, the
strain rate for tensile testing was set to 10 s at room temperature and the
deformation rate for compressive testing was 1 mm/min. In order to assure
the accuracy of the results, the tests were performed three times and the
mean values were taken. It was observed that the error of the measurements
was around 5%.

3. RESULTS AND DISCUSSION

3.1. Microhardness

Figure 2 shows the effect of various heat treatments on the microhardness
values of AA7075 and AA7020 samples. HV values of the as-cast AA7075
and AA7020 samples without heat treatment are found to be 1835 and 350
MPa, respectively. The highest HV value for AA7075 alloy was obtained
as 1920 MPa, for the only homogenized sample (300°C/12h+475°C/12h).
This value (1920 MPa) is considerably higher than 1235 MPa, which is the
highest value obtained for AA7020 alloy (regime 2). Heat treatments led
to a greater increase in microhardness values for the AA7020 alloy. The mi-
crohardness of the cast sample increased from 350 MPa to 1235 MPa with
the heat treatment called regime 2 (H+150 °C/24h). Results obtained for
AA7075 alloy were in agreement with some previous studies in which the
peak aged conditions of AA7075 alloy formed by squeeze casting and by
extrusion were obtained after aging for 24 h at 120 °C (Kim et al., 2001)
and for 48 h at 120 °C (Emani et al., 2009), respectively. Maamar (Maamar
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et al., 2008) reported that the microhardness value for an AA7075 alloy
increased from 1450 to 1850 MPa after applying the aging treatment. By
comparing these microhardness values with our microhardness values, it be-
comes obvious that aging treatment is successful.

3.2. Tensile strength

Figure 3 shows the strength-strain curves of AA7075 and AA7020 alloys
(6,4 and o, points indicated by yellow dot and black dot, respectively).
While the samples of AA7075 alloy showed higher tensile strength com-
pared to the samples of AA7020 alloy, the samples of AA7020 alloy reached
higher values in terms of ductility. The elongation in the samples of AA7075
alloy varies between 1.1% and 6.6%, and the highest elongation value was
obtained in the sample aged with regime 4. It has been determined that
the elongation values obtained in the samples of AA7020 alloy are higher
than the samples of AA7075 alloy. The elongation values for the samples of
AA7020 alloy ranged between 5.1% and 19.6%, and the highest elongation
value was obtained in the sample aged with regime 3.

Figure 2. The influence of homogenization and aging treatment on the
microhardness for each alloy

2500 ] R WET ] H+Regime 2
I OH I H+Regime 3
[ H+Regime 1| [ H+Regime 4

1500

HV (MPa)

1000 -

500

7075 Alloy 7020 Alloy
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Figure 3. Typical tensile strength-strain curves of the WHT and HT
samples (a) AA7075 alloy (b) AA7020 alloy

500 - 400
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[—— WHT Regime 2 . AAT075 —— WHT Regime 2 AA7020
— OH —— Regime 3 Gyrs point — OH —— Regime 3
Regime 1 —— Regime 4 A Regime 1 —— Regime 4
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& & s
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3 S 200
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= = 100 4
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a b
0 (2) 0 ‘ (b)
0 4 6 H 0 5 10 15 0 5
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In Fig. 4a, the ultimate tensile strengths (o) of the samples AA7075
and AA7020 obtained from the curves in Fig. 3 are given. The lowest &
value for the AA7075 alloy was determined as 174.6 MPa for the WHT
sample, while the highest o, value was determined as 425.1 MPa for aged
sample with regime 4. Peak o, value was obtained as 328 MPa for this
aging process (regime 4) and 243% improvement was achieved compared
to the o, value of the as-cast sample (WHT). The lowest o, value for
AA7020 alloy was obtained as 212.1 MPa for the WHT sample, while the
highest 6, value was determined as 312.5 MPa for the only homogenized
sample (OH). The o, value (425.1MPa) obtained for the AA7075 alloy
is considerably higher than the o, value (312.5 MPa) obtained for the
AA7020 alloy.

The yield point is the point on a strength-strain curve that indicates the
limit of elastic behavior and the beginning of plastic behavior. The tensile
yield strength (6, values are shown in Fig. 4b for both alloys. As can be
seen in Fig. 4b, while the lowest . value as 160.1 MPa was determined in
the as-cast sample (WHT) without any heat treatment for the AA7075 alloy,
the highest 6, value as 378.2 MPa was in the aged sample with regime
4. Depending on the applied heat treatments in AA7075 alloy, the change
in the o values shows parallelism with the change in the o, values. In
AA7020 alloy, while the lowest o, value as 163.3 MPa was determined in
the as-cast sample (WHT) without any heat treatment for the AA7075 alloy,
the highest o, value as 293.5 MPa was in the aged sample with regime 2.
As can be seen Fig. 4(a-b), the observed parallelism between 6.,  and o,
depending on the heat treatment conditions for the AA7075 alloy, was not
observed in the AA7020 alloy. In addition, the highest o value (378.2

MPa) determined for AA7075 is considerably higher than the highest 6.
value (293.5 MPa) obtained for AA7020 alloy.
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In both alloys, both the 6, ., and &
aging at different regimes. Similar behaviors on the tensile properties were
reported by Mahathaninwong et al. for AA7075 Al alloy (Mahathaninwong
et al., 2012), Paulisch ez al. for AA7020 Al alloy (Paulisch ez al., 2015),
and Chemingui et al. for AA7020 Al alloy (Chemingui et al., 2010). The
strengthening mechanism of the aging at T6 for the studied alloy is attribut-
ed to the precipitation hardening. In some studies, it is emphasized that the

values improved significantly with

formation of the precipitate is caused by dislocation movement (Chemingui
et al., 2010; Chen et al., 2012; Li et al., 20006).

3.3. Compressive strength

Compressive strength-strain curves for AA7075 and AA7020 samples
are shown in Fig. 5. Compressive yield strength values were determined
from strength-strain curves (o, point indicated by black dot). The values
of the o, under different heat treatment processes are shown in Fig. 6.

While the lowest Oeys value was determined as 278.2 MPa for the as-cast

sample (WHT) in AA7075 alloy, the highest o
501.6 MPa for the sample aged with the regime 3.

value was determined as

Figure 4. The influence of homogenization and aging treatment on the
ultimate tensile strength and tensile yield strength for AA7075 and
AA7020 alloys (a) ultimate tensile strength (b) tensile yield strength
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Figure 5. Typical compressive strength-strain curves of the WHT and HT
samples (a) AA7075 alloy (b) AA7020 alloy
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In AA7020 alloy, on the other hand, the o, values (56.6 and 54.1
MPa) obtained in some regimes (OH, regime 3) were below the o, value
(84.7 MPa) obtained for the as-cast sample. However, the highest 6, value
was obtained as 321.6 MPa in the sample aged with the regime 2. When
AA7075 and AA7020 alloys were compared, the highest o value was
found to be 501.6 MPa in the sample aged with the regime 3 in AA7075 al-
loy, while the highest 6., value was found as 321.6 MPa in the sample aged
with the regime 2 in AA7020 alloy. Thus, in AA7020 alloy, one-step regime
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2 emerged as the most optimum HT process in terms of compressive yield
strength, while in AA7075 alloy, the most optimum HT process was deter-
mined as two-step regime 3. Peak value (321.6 MPa) of ., obtained for
AA7020 alloy in this study (H+regime 2) is in very good agreement with
values 310 MPa, 300 MPa and 331 MPa obtained by Feng et al. (Feng et al.,
2013) at 190 °C/12h aging process after solution treatment (500 °C/3h) for
Al-4Cu-1.3Mg alloy, Samuel ez al. (Samuel et al., 2015) at 200 °C/5h aging
process after solution treatment (495 °C/8h) for 220 Al-2Cu based alloy and
Zhan et al. (Zhan et al., 2018) at 160 °C/12h aging process for Al-4.26Cu-

1.36Mg alloy, respectively.

3.4. Young modulus

Young modulus values (E) defined from strength-strain curves in Fig. 3
is given in Fig. 7. As can be seen in Figure 7, the E values obtained for both
AA7075 and AA7020 alloys vary between 68.6-76.3 GPa. Young’s modulus
values did not show a radical change depending on the applied heat treat-
ments. While the highest E value was determined as 75.6 GPa for AA7075
alloy (OH), the highest E value was determined as 76.3 GPa for AA7020
alloy (regime 1). In summary the peak values of the mechanical properties
detected after HT are given in Table 2. Many heat treatments are used in the
metal fabrication and processing industry. Considering these studies, there
are many factors that affect the heat treatment processes applied after solidi-
fication such as microstructure (size, shape and composition of the different
constituent phases), presence of precipitates (composition, distribution, size
of the particles), and interactions between dislocations.
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Figure 6. The influence of homogenization and aging treatment on the
compressive yield strength for AA7075 and AA7020 alloys
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Figure 7. The influence of homogenization and aging treatment on the
Young modulus for AA7075 and AA7020 alloys
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Table 2. Heat treatment (HT) conditions in which the mechanical
properties reach peak value

Mechanical properties Peak Values | Process
Microhardness (AA7075) 1920 MPa Only Homogenization
Microhardness (AA7020) 1235 MPa Regime 2

Ultimate tensile strength

(AA7075) 4251 MPa  |Regime 4

Ultimate tensile strength
(AA7020)

Tensile yield strength (AA7075) |378.2 MPa  |Regime 4
Tensile yield strength (AA7020) |293.5 MPa | Regime 2
Elongation (AA7075) 6.6 % Regime 4
Elongation (AA7020) 19.6 % Regime 4

3125 MPa | Only Homogenization

Compressive yield strength

(AA7075) 501.6 MPa Reg1me 3

Compressive yield strength 321.6MPa | Regime 2

(AA7020)
Young modulus (AA7075) 75.6 GPa Only Homogenization
Young modulus (AA7020) 76.3 GPa Regime 1

4. CONCLUSION

AA7075 and AA7020 alloys were produced using the vacuum furnace
and the casting furnace. Mechanical properties of as-cast and heat-treated
samples were investigated. The key findings are given as follows:

I. Substantial improvements in the microhardness of the AA7075 and
AA7020 alloys were attained at different aging processes after solution
treatment (300 °C/12h+475 °C/12h). Peak hardness values are ob-
tained as 1920 MPa (OH) and 1235 MPa (regime 2), respectively.

II. The highest ultimate tensile strength as 425.1 MPa was obtained for the
AA7075 alloy (regime 4). The peak elongation value in the AA7020
alloy (regime 4) reached to 19.6 %. T6 heat treatments (including dif-
ferent conditions and regimes) were improved significantly, both in the
microhardness and tensile properties of both alloys. The increased mi-
crohardness and tensile strength in the aging treatments were attributed
to a finer distribution of precipitates. This high precipitate density slows
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the dislocation movement and thus a higher stress is required for its
bowing.

III. The compressive yield strength of the AA7075 alloy (regime 3) reached
501.6 MPa with the aging process (120 °C/12h+150 °C/12h) applied

after the solution treatment (300 °C/12h+475 oC/12h). The maximum
gain of this sample was calculated to be about 80.3%.

IV. There were no radical changes in Young’s modulus for either alloy. De-
pending on the applied HT conditions, values in the range of 68-76
GPa were determined.
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Chapter 2

The Importance of Energy Storage for
Sustainable Heat and Power

Kamil Kaygusuz'

Abstract

The impact of energy storage is far-reaching, as not only does it address the
issues that have limited renewable energy’s penetration, it fundamentally
alters the longstanding relationship between utilities and their customers.
The disruptive potential of storage is unlike other energy technologies in
that it pervasively extends across the value chain in a way that stakeholders
will impact and be impacted by its adoption. Energy storage can play an
important role in the present, in the short-term and in the medium- term
future energy scenario. Both stationary and automotive applications will be
considered and the main features required by each of them for an energy
storage system will be explained. A very brief description of the proven and
most promising storage technologies will be given with the aim of providing
an overview of the peculiarities of each one and consequently its better-suited
applications. Finally, the state-of-the-art, the opportunities and the barriers to
the spread of energy storage systems will be summarized.

1. Introduction

Energy efficient thermal energy storage (TES) system constitutes a crucial
instrument in thermal distribution networks today. Due to the thermal
management of urban and industrial landscapes becomes increasingly
important, so too does the impact of carefully planned and designed TES
systems [1-5]. TES systems, for the most part, do not specifically generate
nor consume thermal energy and their role in the thermal distribution
landscape is essentially analogous to that of a battery or capacitor in a power
distribution network. They allow supply to meet demand by bridging the
gaps between the two [6-8]. In most manifestations of TES systems, this gap
is often a time gap, where the surplus thermal energy generated is preserved
in the TES for a future period when the demand for it is greater or more
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appropriate, such as with hot water storage for night-time heating, or even
across longer periods of time like seasonal TES systems which store heat
during summer and discharge during winter [9-11]. The “storage” phase of
the TES is often coined as the “charging” phase in the literature, while the
utility phase of the TES process is considered as the “discharging phase”.
Hence, TES systems play important roles in creating efficient and resilient
thermal distribution networks by allowing load matching to take place as
needed. Figure 1 illustrates how TES is applied to bridge the gap between
demand and supply needs [12-15].

Fig. 1. TES meet load deficits by bridging the time gap between
supply-side and demand-side utilities.
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The energy scenario has significantly changed in the last decade for a
variety of factors. The first one is the increase in the amount of electrical
capacity supplied by variable and non-predictable renewable sources [1-3].
In recent years, the growing awareness at both the public and institutional
levels of the “energy issue” has led to a series of initiatives aimed at promoting
the use of renewable energy sources (RESs) [4]. Definitely, their use often
results in a lower environmental impact in terms of a reduction of both
resources consumption and emissions, with special regard to carbon dioxide,
which is responsible for the greenhouse effect. The comparison between the
installed capacity and energy production allows us to evaluate the load factor
of such plants, expressing the ratio between the energy actually produced
and that theoretically producible if the plant would run throughout the year
at its design power: the value is low and around 22% for wind power and
12% for solar. This is due to the extreme variability of the sun and of the
wind over the year and even in a single day, so that the plant can operate
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at design load only for a limited number of hours per year. In addition,
the low predictability of these variations makes production scheduling more
difficult, especially for wind power even in the very short term [2, 3].

A second aspect is due to the progressive deregulation of the energy
market carried out in many developed countries aims to separate the activities
of generation, transmission and distribution of electricity and where for
every hour of the year the price of energy is determined by the intersection
between supply and demand curves. The main goal of deregulation is the
promotion of fair competition in the production and sale of electricity in
order to reduce energy costs and increase the efficiency of the system [4].
The first consequence has been the significant and rapid growth of the
installed generation capacity in OECD countries, the power plants had a
total installed capacity of 2,680 GW, of which 1,811 GW was from thermal
power plants in 2020. But in some countries, this expansion has been even
greater [5, 6].

The stability of the power grid depends on various actors working
in concert to maintain a balance between electricity supply and demand.
Traditionally, electricity assets are categorized based on their function; i.e.,
generation, transmission, or distribution. Storage systems differ in that
they have the ability to balance supply and demand across the segments
that comprise the value chain. The new control points offered by storage
systems enable operators to selectively respond to fluctuations in grid inputs
and outputs. Such functionality is essential to realizing the vision of “smart
cities” where producers and consumers are equally informed and equipped
to respond to market dynamics in real time. However, many electrical grids
were not originally designed to accommodate assets that can both generate
and consume electricity. The implications of two-way power flow and the
role of energy storage within a modern electricity ecosystem have been
studied by many institutions. Potential applications and appropriate storage
technologies within each segment of the value chain are illustrated in Figure
2.
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Figure 2. End use electricity consumption
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In almost all the developed countries, in a more or less marked way,
the combined effects of the aforementioned factors have created a situation
where the installed capacity is overabundant with respect to the users’ peak
demand, and where quite a high fraction of power is made available by
variable and difficult to predict renewable sources. This condition definitely
implies a significant saving of fossil fuels and the reduction of emissions, but
introduces some critical elements into the market [10-15]. In addition, the
advent of generators powered by renewable sources has drastically changed
the structure of the electricity network with the presence of a large number
of small power production facilities spread over the country in the vicinity
of the users and of the available sources, instead of a classic structure with “a
tew” large facilities concentrated in the industrial zones of the country [7-9].

It is important to remember that the power grid is a very complex system
that transmits and distributes electricity generated from the production
plants to users through a set of power lines, transformer stations, isolation,
protection systems, and is subject to very stringent technical constraints, in
particular [1-4]:

* An instantaneous and continuous balance between the amount
of energy released and that required by the network is necessary,
taking into account the losses due to transformers, transport and
distribution.

* The frequency and voltage must be kept within a very narrow range
of values is essential to protect the safety of the generation and end-
user facilities.

e It must always be ensured that the energy flow in each power line
does not exceed the maximum permissible load on the power line
itself.
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The change of any one of the abovementioned parameters, even if minor
and/or of very short duration, can rapidly induce a state of crisis into the
entire local electrical system and subsequently, because of a “domino” effect,
to a possible blackout of the entire network. For example, the sudden drop
in power available from wind turbines caused by an unexpected reduction of
the wind speed can cause stability problems to the network when the share
of energy provided by these systems is significant [2, 3, 5]. Therefore, when
thermal plants are called upon to operate, sometimes suddenly, they impose
a high price on the market, which partly offsets the higher costs associated
with frequent stops and part-load operation. This great variability on the
supply side has enhanced the role and the value of the markets for ancillary
service and has led to a major diffusion and increased importance of the
capacity markets have to ensure supply will be available when it is needed
[7, 9, 1]. Figure 3 shows the energy storage density of the phase change
materials.

Figure 3. Energy storage density of phase change materials for energy
storage material cost ($/kWh)
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As a final issue, the transport sector is also undergoing many changes.
The most important driver is the requirement to reduce pollutants, mainly
particulates, in urban areas. This issue demands new transportation
solutions: one of the most promising and studied is that of pure electric
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and hybrid vehicles, combining a traditional fossil-fueled engine with an
electric propulsion system. These vehicles are powered by the energy stored
in an onboard battery, which will be recharged at the so-called “charging
points” usually connected to the grid. With a proper operation strategy,
these charging stations can be managed as users with flexible demand and
are able to dampen the peaks and gaps in energy supply [1-3].

The combination of all these elements has led therefore to the need to
rethink the arrangements for managing both the electricity network as a
whole, as well as individual plants. The main target is to supply energy
with high efficiency, low cost, high reliability, and low environmental
impact. As a last point, it is important to note that in developing countries
or for communities looking for energy self-sufficiency, the exploitation of
renewable sources is an opportunity to increase the number of people who
have access to electricity with an adequate degree of availability and reliability.
In such countries, the number of renewable energy or hybrid power plants
is increasing. In this case, the systems are not grid-connected and it is even
more important to arrange power units able to meet the demand in spite
of the intermittency of variable energy sources. Figure 4 shows the electric
vehicle stock target.

Figure 4. Electric vehicle (EV) stock target [8].
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The new situation needs to be addressed with adequate instruments.
Possible areas of research and application are manifold and involve very
different aspects:



Kamil Kaygusuz | 23

Thermal plant flexibility, partial load efficiency and start-up and
shutdown speed.

Emission control and removal, including carbon capture and storage
technology.

New technologies for the exploitation of low-quality energy sources
with high efticiency.

Control systems and smart grids.

Policies that are able to promote the use of renewable sources and
energy efticiency without distorting the market.

Energy storage permits the separation of energy production from its
consumption.

2. The Main Characteristics

As mentioned previously, energy storage is a challenge for the electricity
system where the optimum efficiency can still be improved. Briefly, the aim
is to separate the supply and demand for energy. However, each storage
technology has specific features, which make it better suited for some
applications than for others.

For this reason, before explaining the role of energy storage in actual and

future markets, the most important characteristics of energy storage units
are outlined below [9—14]:

Storage capacity (C): This represents the maximum amount of energy
that can be stored. For some technologies, due to the presence of a
maximum allowable depth of discharge, it differs from the usable
energy.

Charging and discharging vating power (P): This is the nominal
charge—discharge power, usually that of maximum efficiency. For
some systems, the charge and discharge powers have the same value,
while in other cases, they differ (for example if different devices are
used for the two phases and/or for specific users’ needs). Usually,
the actual power can differ from the rating value and varies from a
maximum to a minimum value.

Specific energy and specific power (Es and Ps): They quantify the density
of energy or power, and are defined as E/V and P/V | where V is the

volume of the storage. The higher these values, the lower the volume
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at constant energy or power. Sometimes, these values are supplied
per mass unit.

*  Round trip efficiency (m): This is the ratio of the discharged to the
charged electricity. Its value is related to the losses both during the
charge—discharge cycle itself and the self-discharge during the storage
period. It usually differs from the cycle efficiency, considering only
the charge and discharge phases.

*  Rated discharge time (T ): This represents the duration of the discharge
time at the rated discharge power starting from full storage, and can
be defined as C/P. Obviously, the actual value of the rated discharge
time depends on the actual discharge power and on the energy stored.

*  Response time (tr): This is the time between the request to change the
operation and the system response.

Inversion time (ti): This is the time needed to pass from the charge to
the discharge phase or vice versa. Here, tr and ti represent the ability
of a system to vary the power and to quickly respond to the grid
operation regulation signal.

*  Expected lifetime (L): This value can be defined in terms of a lifetime
or as the number of charge and discharge cycles.

*  Reliability: This gives an idea about the robustness of the storage
units operation.

*  Environmental impact: This point is very important and public
acceptability is closely related to it. The main impact can be during
the building phase (for example, due to the use of materials in
short supply), during the operation (due to pollutants) or during
the decommissioning (if potentially dangerous substances must be
disposed of). The location of the storage system and its size influence
this aspect.

*  Levelized unit electricity cost (LUEC): This is the price at which the
electricity should be sold in order to cover all the costs related to
the building, operation and decommissioning costs and to assure a
return on the investment. This value depends on many factors, such
as the size, location, charge and discharge history of the storage unit,
and also it is related to the market and the incentives policy. In any
case, this value is fundamental in order to evaluate the feasibility of
a storage solution.



Kamil Kaygusuz | 25

As a last remark, for some technologies, the performance indices (C, I,
n, T) are almost constant during the lifetime of the storage system, while
for others, they decrease due to different deterioration phenomena. Other
aspects can be important for the selection of storage technology, for example,
its commercial maturity, the constraints required by the installation site, or
the operational constraints (pressure, temperature), plus safety problems.

3. The role of energy storage in the energy scenario

The traditional role of storage systems was to store energy when the
demand, and consequently its cost, were low, typically at night, and to make
the energy available during the hours of peak demand. In this way, the
inflexible thermoelectric plants could work all day at almost constant power
and an energy reserve for peak hours was assured. In these systems, the main
requirement for energy storage was the ability to exchange power with a
rated discharge time of several hours [1-5].

In the new scenario, the energy storage system is also required to provide,
in a very short time, power to overcome the intermittence of renewable
sources and contribute to the regulation of the mains voltage: in this case,
the amount of energy that can be stored is less important, but the response
speed is critical. Therefore, depending on the application, difterent features
are required. The most evident application difference is between stationary
and automotive storage.

3.1 Stationary Applications

For stationary applications, storage units can either be connected to the
grid or work in isolated areas for stand-alone energy systems. In the first case,
they can operate as independent units to serve the grid or may be connected
to a RES plant or to an end-user to provide the needed support [13-15].
Generally, the so-called “energy performance” storage systems are able to
provide power for many operation hours and have a low value of P/C, are
suitable for energy management applications that include moving power
over long timescales, and generally require continuous discharge ratings of
several hours or more. Typically, one or a few cycles/day are required.

The traditional service of this kind to the grid is the time-shift or energy
arbitrage. Storage systems are used to decouple synchronization between
power generation and consumption. A typical application is load leveling,
which implies storing up energy during off-peak hours and using the stored
energy during peak hours. This is convenient if the ratio between peak and
base load prices is lower than the round-trip efficiency of the system. In this
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case, the storage system is required to have high-rated discharge times (from

some hours to days) and capacity (from 10 MWh to about 10,000 MWh).

To the time shift service, the peak shaving service is often added, which
helps decrease the number of shut-down/start-ups of traditional plants, the
operation hours of more expensive/less efficient power plants, and the high
line loss rates that occur during peak demand. Another service for the grid
is the not-programmable sources integration helps boost the penetration
of RES, decreases the energy losses from power plants, compensates for
the power fluctuations and provides a more regular and predictable power
profile.

Deferral of grid investments and congestion relief is another benefit that
energy storage can guarantee. Distribution systems must be sized for peak
demand; as demand grows, new systems must be installed, often only to meet
the peak demand for a few hours per year. New distribution lines may be
difficult or expensive to build, and can be avoided or deferred by deploying
distributed storage located near the load. Response in minutes to hours is
required plus a rated discharge time of some hours. The power performance
of the storage technologies, able to supply high power for relatively short
periods are suitable for providing grid ancillary services.

The “fast response” (in seconds to minutes from null to rated power)
nature of these energy storage technologies makes them ideally suited to
meet grid stability and reliability challenges. Among these services is the
contribution to primary frequency control, which also requires a low
inversion time to guarantee a high regulation band, and a good round
trip efficiency. Some tens of cycles/day are usually required [7, 9]. Similar
teatures are required of energy storage systems to contribute to secondary
and tertiary frequency control. Black start is the restart of electricity supply
after a major power system disturbance, and requires capacity and energy
after a system failure restart and must provide a reference frequency for
synchronization. It requires several minutes to over an hour of response
time, plus several hours of discharge time. Usually, cycling is very low. For
contingency reserve, stored energy is used for seconds to minutes to ensure
service continuity when switching from one source of electricity to another.
Discharge times in the range of up to about an hour are usually required. Far
less cycling is required than for power-quality applications [3-5].

Another benefit that energy storage can provide to the grid is the power
quality control: stored energy is only used for a few seconds or less to ensure
the quality of power delivered. Power quality applications require rapid
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response and include transient stability and frequency and voltage regulation.
As with the other applications, the timescales of discharge may vary; but this
kind of services typically requires discharge times of up to about 10 min and
nearly continuous cycling (hundreds of cycles per day).

The features required for the storage system depend on the size of the
RES plant, but usually a continuous discharge of several hours and a response
of minutes are required. In conclusion, the presence of energy storage units
provides benefits for:

* The traditional production facilities, which can work at nearly
constant load, plan their production and limit the number of on/oft
switches.

* The renewable source plants, whose production can be entirely and
profitably used.

*  The grid, whose stability and reliability are enhanced.

* The users, who are ensured a safer and more reliable electric service.

3.2 Automotive Applications

The main constraint for energy storage units for EVs and plug-in hybrid
electric vehicles (PHEVs) is the necessity to remain on board the vehicle.
Therefore, high volume and mass energy densities are paramount. Batteries
are the most suitable technology for vehicles. For EVs they need to be
designed to optimize their energy storage capacity, while for PHEVs they
typically need to have higher power densities. Other important requirements
are the rated discharge time, the fast charging, a high life expectancy, plus
a low-temperature sensitivity [8]. On the other hand, the charging of EVs
can potentially be controlled, and provides a source of planned demand and
demand response. Controlled charging can be timed to periods of greatest
RES energy production, while charging rates can be controlled to provide
contingency reserves or frequency regulation reserves. EVs could potentially
provide the grid services discussed previously.

4. Energy Storage Technologies

In this section, only a very brief summary of the main characteristics
of each technology will be given. The following sections provide a more
complete description of many of these storage technologies [9-15]:
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4.1 Pumped-Hydro Energy Storage (PHES)

In brief, water is pumped into an upper reservoir and stored there;
when energy is required by the grid or the price of electricity is high, water
is released through one (or more) turbines to a lower reservoir and the
electricity produced is sold. PHES is a proven technology, suitable for large-
scale storage. It is very efficient and flexible in power, has a short response
time, can ramp up to full production capacity within minutes providing a
quick response for peak-load energy supply and is already used for both
primary and secondary regulations. On the other hand, it needs to be located
in suitable geological sites, containing a geodetic head and natural upper and
lower basins or at least the possibility of building artificial reservoirs. This
requires relatively high initial costs. The environmental impact can also be
non-negligible, in terms of land occupation and modification, disturbance of
the aquatic life, and modification of the natural water flow.

4.2 CAES

In these storage systems, the air is compressed during charging and
then stored in an underground cavern or other pressure vessel. When
electricity is required, the air is heated to avoid freezing and then expands in
a turbine. If the heat generated during compression is stored and then used
to preheat the air in order to increase the round-trip efficiency, the process
is called adiabatic. If external heat input by means of combustion is used to
preheat the air, the process is called diabetic. Despite the large interest of
this technology, there are only two plants in operation around the world.
CAES is basically suitable for medium and large energy storage for energy
applications. Recently, many studies are related to its use in small systems.
The use in direct connection to wind farms or other non-programmable
RES plants, or for distribution grid support seems to be very promising. At
present, the main drawback is the cost.

4.3 Flywheels (FWs)

Flywheels store energy in the form of kinetic energy. The storage unit
is composed of FWs driven by an electric motor able to work either as a
generator or as a motor and located inside a housing. If the motor provides
a positive torque, the FW increases its rotation speed and energy is stored.
When energy is needed from the FW, the electrical machine applies a negative
torque and the stored energy is released. This technology is already mature
and is suitable for high-power applications. In addition, FWs present long
cycling expected life and short response and inversion times. On the other
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side, mainly due to friction losses, the round-trip efficiency strongly and
speedily decreases during the operation. For this reason, the FWs are suitable
only for short-term storage and, at present, are mainly used as voltage and
frequency control, as support for wind farms or in transportation to increase
the efficiency of trains, ferries or large EVs.

4.4 Fuel Cell Hydrogen (FC-HES)

Chemical energy storage is the transformation of electrical energy into
chemical energy carriers (the so-called power-to-gas or P2G). At present, the
most promising energy vector is hydrogen. Hydrogen is produced by means
of water electrolysis which is a process consuming electricity. Then, hydrogen
is stored as a liquid at cryogenic temperature, or as a gas at very high pressure
or as a solid in hydrides. Finally, the stored hydrogen may be used to produce
electricity. The most common solution is by means of fuel cells. There are
many difterent kinds of fuel cells, which mainly differ in the electrolyte used
and the operating temperature. Note that the use of hydrogen in fuel cells
produces only water and does not emit any pollutants or greenhouse gas.
This technology has a high energy density and the possibility of storing
very large quantities of hydrogen for a long time. Hydrogen can also be
transmitted from one location to another. These features make chemical
storage suitable for energy management applications, even for seasonal
storage. At the same time, electrolysis has a short response time. The main
drawbacks are the excessive costs, the low round trip efficiency and the short
lifetime expectancy.

4.5 Electrochemical Batteries (EBES)

Batteries, or accumulators, are based on a single device with the
functions of energy storage and discharge of electricity. The basic element is
an electrochemical cell having voltages from below 1-4 Volt; many cells can
be put in series in order to reach higher voltages. Electricity is produced by
an oxidation-reduction reaction where a flow of electrons is created from a
chemical species (anode) to another one (cathode) in contact by means of
an electrolyte. The reverse process can recharge the battery. Many different
batteries are available on the market, and others are under study: they differ
for the materials used for the anode, the cathode and the electrolyte, and in
the design. Batteries have a high technological maturity, high energy density,
good round trip efficiency, and great modularity that permits them to be
tailored to users’ requirements. Their main inconvenience is their relatively
low life for large-amplitude cycling. During their operation they do not
emit pollutants or noise. However, their disposal can present a significant
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environmental impact due to the materials used for the electrodes and/or the
electrolyte.

4.6 Supercapacitors (ECES)

Supercapacitors or electrochemical capacitors (ECs) or also electric
double- layer capacitors (EDLC:s), store electrical energy in an electric field
between two electrodes separated by a dielectric and immersed in a liquid
electrolyte. The electrodes are characterized by a very large useful surface
and the distance between the electrodes is very small. The process is easily
reversible. ECs are suitable for high-power applications since they have a very
fast response time, high round trip efficiency, high power density, but low
energy density, long expected lifetime and can guarantee a very high number
of charge—discharge cycles. They are an interesting solution also for electric
transportation both for brake energy recovery and for propulsion over very
short stretches of roads without electric connection. Supercapacitors have
not yet reached commercial maturity, but they are expected to improve their
performances in the near future.

4.7. Magnetic Superconductors (SMES)

In magnetic superconductors, energy is stored in the magnetic field of one
or more superconducting coils characterized by very low losses. To reach this
condition, they must work at very low temperatures (near absolute zero).
At present, they have no commercial market, but are still in the research
phase and are considered a promising technology. The main problem is the
necessity of a cryogenic temperature with the related prohibitive cost and
high energy requirement. This brings a low energy density and low round-
trip efficiency. However, they have very interesting characteristics, such as
very fast delivery of high power at high cycle efficiency. For this reason, they
are suitable for power applications, requiring continuous operation with
many charge and discharge cycles.

4.8. Thermal Storage (TES)

Thermal energy storage (TES) includes many technologies where energy
is stored in the form of heat. Heat can be stored as:

* Sensible heat: if storage is achieved by increasing or decreasing the
temperature of a storage material. In this case, the amount of stored
energy is proportional to the temperature difference.

* Latent heat: if storage is connected to a phase transition of the storage
material, usually from solid to liquid and vice versa. In this case, the
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temperature remains constant and the stored energy depends on the
latent heat of fusion of the material.

*  Thermochemical heat: if heat is stored as chemical compounds
created by an endothermic reaction and it is recovered again by
recombining the compounds in an exothermic reaction. The stored
energy is equivalent to the heat of the reaction.

These technologies are used for many heating and cooling applications.
For example, where heat supply and demand are often not simultaneous,
as for solar heating systems, or to utilize peak shaving of heating demand.
Energy storage in these applications can be very long-term storage, even
seasonal. Nowadays, TES is also used for electric applications as support of
renewable energy plants. For concentrated solar power plants, energy from
the sun is stored by means of molten salt and then released, when needed,
to steam which operates a Rankine steam power plant. Further support
to the grid can be given by storing heat from electric boilers working as
a fast balancing service, or helping limit the demand for electrical power
from electric boilers where the need for heat is not continuous and varies
in intensity. As a last remark, recently many researchers are studying the
possibility of combining different energy storage technologies in the same
system in order to exploit the synergy among their different features: for
example, the use of batteries together with FWs can increase the life of the
batteries.

The power technologies are those with low discharging time and low
rating power that fit well with the power quality applications. Some
examples are batteries and FWs. The energy technologies are those with
high discharging time and high rating power. These technologies fit well
with applications like time shift, peak shaving and capacity reserve. Some
examples are Pumped-Hydro Storage and CAES technologies. Figure 5
shows the different maturity levels of the main energy storage Technologies
[17]. The present level (left end of each arrow representing a technology)
and the expected level in 2030 (right end of the arrow) are reported. Some of
them are still in a first research phase, others are already proven technologies.
Nevertheless, improvements are expected for all of them. Note that for some
of them, the expected development is really important.
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Fig. 5. State-of-the-art and forecast development of the most promising
energy storage technologies.
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5. State-of-the-Art and Projects

At present (2020), the worldwide capacity of operating storage systems
is estimated at nearly 245 GW and is equivalent to about 2% of the overall
electric installed capacity. Many of these systems were built between the late
1970s and 1980s when the increasing price of oil and natural gas drove
the construction and operation of many coal and nuclear power plants,
which need to work at a steady base load and are not very flexible [14, 15].
Starting from the late 1990s, with the development and the large spread
of Combined Cycle Gas Turbines, which are very efticient and flexible, the
necessity for energy storage decreased until the last ten years, as explained
in the Introduction. Batteries are mainly used for stand-alone applications:
only two big grid-connected systems are installed, in Japan and Abu Dhabi,
respectively. Also, only one CAES plant in the USA and another one in
Germany are operating [1-6].

The International Energy Agency (IEA) has estimated that an additional
310 GW of grid-connected electricity capacity would be needed in the United
States, Europe, China and India to support electricity sector decarbonization
[1-5]. The estimated worldwide installed capacity in 2050 is about 400
GW: the main contribution is expected from countries where there are (or
are planned) many solar and wind power plants, or where geodetic heads
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available for PHES are present. Regarding this point, mountainous places
are the most suitable, but there is an increasing interest, supported by a
technological development for seawater pumped-energy storage systems,
which exploit the geodetic head connected to high coasts and use the sea as
the lower reservoir.

Even if it is possible to find many studies about energy storage all over
the world, at present only a few ofticial technology roadmaps are in force.
In any case, most of the international and national administrations have put
energy storage as a key objective of their respective work programs about
energy [12]. On the other hand, Japan, European Union and IEA elaborated
the strategy about energy storage together with other energy technology
roadmaps. In the United States, a federal map was not published, but some
States have done so. California is the main example. In 2050, it is estimated
that there will be an installed storage capacity of about 150 GWin the US,
primarily achieved by means of the addition of new CAES plants [1-7].

In developing countries, the main contribution to energy storage in
the short-medium term is expected to be small-scale stand-alone systems:
many projects of renewable energy or hybrid plants integrated with the use
of batteries, hydrogen or small PHES have been presented. Often, these
systems require a pumping station for access to water. From the studies of
many different agencies, it seems that in the short—-medium term, batteries
will be the winner for small-scale storage plants, while for large scale,
probably CAES and Power to gas should be an attractive alternative to
PHES, but they still need some improvements. It also calls attention to the
importance that there is diversity in energy storage in order to exploit the
suitable characteristics of each technology.

6. Barriers to Diffusion

As mentioned earlier, even if energy storage has a long history and much
research and many improvements have been recently achieved, further
efforts are needed in order to fulfill the new energy market needs [1]. The
main challenges for storage concern the technologies, the market regulatory
issues, and the strategies [2-4]. With regard to the technological aspects,
improvements are required to increase the capacity, efficiency, autonomy,
lifetime and reliability of the existing technologies. For proven technologies,
the improvements should mainly consist in the upgrading of the existing
devices, while for new and developing ones, they will also involve new
storage concepts or important modifications of the present design, such
as the use of different materials or working pressures and temperatures or
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innovative cycles. In any case, the key point for each improvement is the
reduction of the LUEC. Since the LUEC is also a function of the operating
history of the storage unit, it is essential that the development paths are
tailored to the specific applications [5-8].

Improvements are also required to the control and regulation systems of
the grids where storage units are connected. Note that when the share of
non-programmable RES electricity exceeds 20-25% energy storage could
enable bi-directional energy flows in the grid, and this eventuality must be
predicted. For batteries used in the EVs, the major challenge is the increase
of energy density and the reduction of charging times [4]. This last point
also requires development of the devices used in the recharging stations.
Great attention must also be paid to the environmental impact of the storage
units: for many technologies, such as EBES, FC-HES and ECES, the major
targets are the sustainable use of resources, the prevention of dangerous
wastes and the possibility of recycling, for PHS the use of existing reservoirs
and the minimization of the interference with the natural streams of water
and of land use, for FWs, the main issue is noise control. In the analysis of
the environmental impact of a storage unit, a life cycle approach must be
used and the impact for each useful energy unit supplied must be evaluated

[5-8].

Finally, improvements to the safety requirements for people living near the
energy storage systems, and also the surrounding devices, have to be carried
out: dangerous materials which can lead to explosions, toxic emissions, and
corrosion are used in some technologies (EBES, SMES, ECES), failure of
the rotating wheel is possible for FW, high pressure (CAES) or temperature
(FC-HES) are required by some cycles, electrical hazards must be considered
for all the technologies; for EVs also recharging security is a concern to be
studied. Note that the perceived environmental impact and safety of storage
technologies is an important social barrier to the spread of energy storage,
so this point needs particular attention [1-4].

A second important challenge for the diffusion of energy storage is the
creation of a market able to incentivize the connection to the grid of storage
capacity and the supplying of storage services [22]. Since the value of
energy arbitrage alone is not sufficient to justify the building of new plants,
the market must recognize and pay for the help that an additional offered
capacity gives to the grid in terms of flexibility, service safety and reliability.
It should be paramount that the price paid by the final users is not increased.
So, a preliminary detailed cost-benefits analysis is very important. To attract
investment in fast response energy storage technologies, the market must be
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willing to pay for the value of the speed and accuracy that energy storage
provides to the grid, reducing the overall need for, and cost of, regulation
services. So the payment can be composed of two different terms: the first
one based on the speed and amount of energy transferred by the resource in
response to a control signal, and the second one based on the capacity that
a unit makes available to provide regulation. Another interesting approach
can be the employment of a regulation dispatch algorithm that selects fast
response resources before slow response resources in order to minimize the
total amount of regulation capacity required in the balancing area [8-12].

The difficulty in defining the rules for the proper support of energy
storage systems is increased by the complexity due to the different functions
that the same energy storage unit can assume in-service to the grid and to
the different features that its function requires. When a unit is in the direct
service of an RES plant or of final users, the possible presence of different
owners and stakeholders makes the regulation more complicated. Another
important issue is that the market rules must be clear and well defined in the
short-medium term since the costs for a storage unit are often very high and
investors need to plan their investments with a certain degree of confidence.
This is paramount for Europe where a common balancing market must be
built up [1-3].

In the United Stated, there is already a quite favorable environment for
energy storage due to the well-developed ancillary services market: energy
storage is allowed to participate and provide services that account for both
its qualities and shortcomings [6—8]. Finally, it is important to note that the
presence of energy storage also involves other markets such as the gas market
(P2G), local districting heating markets (TES), and the transportation sector.
A common development strategy must be implemented. It is clear that some
strategic issues also have to be faced. The development of energy storage
systems is linked to the progress of the whole energy system. Therefore, it is
important that a systemic approach is employed, where technical, regulatory,
market and political aspects are combined.

Some points are particularly related to the spread of energy storage
systems:

* The regulatory framework for the reduction of CO2 emissions,
which can strongly encourage the growth of RES.

* The penetration of EVs, which is connected to the evolution of the
automotive industry and to the motivation for change in the behavior
of users.
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e The development of smart grids, which support the diffusion of
small-scale energy storage and also of EV's as storage units.

* The upgrade of the Transmission and Distribution grids with the
construction of new cables, connecting areas where large amounts of
RES are available to areas where electricity is needed. This includes
both new long cables in large geographic areas and an increase of the
number of interconnections between different smart energy grids.

It is clear that strong public engagement is needed, which depends
on investment priorities. Public investments are required to develop new
projects and to help the construction of large test case facilities to validate
the effective features of the storage technologies. It is important, at this
development stage, that technology diversity is encouraged and promoted.
A mix of all solutions is needed, tailored for each region and system
architecture.

7. Conclusions

In this chapter, a general overview of TES systems, their importance to
the thermal systems design, and their rising importance was discussed. A
brief breakdown of their various manifestations and embodiments was also
conducted with an emphasis on recent developments. The core thrusts of
TES study, namely, material, design, and system integration, were defined
and their research directions were briefly reviewed. The subsequent chapters
will provide greater details on different forms of TES, starting from the
fundamentals to present-day case studies.

As the energy landscape continues to evolve with higher levels of variability
from climate change and renewable energy sources, the progress of TES
systems is expected to grow significantly including various approaches to
better manage thermal systems. While heat storage was central to the thermal
management of the past systems, rising global temperatures have led to the
growing need for cold TES systems in places where ambient temperatures
continue to appreciate. Accordingly, a certain degree of emphasis will be
placed on cold-TES systems in a subsequent chapter.

Acknowledgement: The author acknowledged to Turkish Academy of
Sciences for finalcial support of this study.



Kamil Knygusuz | 37

References

[1] IEA, International Energy Agency. World Energy Outlook 2020. IEA, Paris,
2020.

[2] Stoppato, A., Benato, A. The importance of energy storage. World Scientific,
NY, 2012.
[3] Soh, A., Prabakaran, V., Chua, KJE. Thermal Energy Storage-From
Fundamentals to
Applications. World Scientific, New York, 2023.
[4] Dinger, 1., Rosen, MA. Thermal Energy Storage Systems and Applications,
Third Edition, John Wiley, Hoboken, NJ, USA, 2021.
[5] Shukla, A., Sharma, A., Biwolé, PH (Eds.). Latent Heat-Based Thermal

Energy Storage Systems-Materials, Applications, and the Energy Market.
CRC Press, New York, 2021.

[6] Guelpa, E., Verda, V. Thermal energy storage in district heating and cooling
systems: A review, Applied Energy, 2019; 252: 113474.

[7] IRENA, International Renewable Energy Agency. Innovation Outlook:
Thermal Energy Storage, Abu Dhabi, 2020.

[8] Kocak, B., Fernandez, A.I., Paksoy, H. Review on sensible thermal energy
storage for industrial solar applications and sustainability aspects. Solar
Energy 2020; 209: 135-169.

[9] Agarwala, S., Prabhu, KN. Review of thermal characterization techniques
for salt-based phase change materials, Journal of Energy Storage 2022;
46: 103865.

[10] Lei, J., Yang, L., Yang, EH. Energy performance of building envelopes
integrated with phase change materials for cooling load reduction in
tropical Singapore, Applied Energy, 2016; 162: 207-217.

[11] Rubitherm Technologies GmbH, Macroencapsulation — CSM, Rubitherm
Technologies GmbH [Online]. Available: https://www.rubitherm.eu/en/
index.php/

[12] Desai, E, Prasad, S., et al. Thermochemical energy storage system for

cooling and process heating applications: A review, Energy Convers
Mgmt, 2021; 229: 113617.

[13] Li, Y. Hwang, R. Radermacher, R., Chun, HH. Review of cold storage
materials for subzero applications, Energy, 2013; 51: 1-17.

[14] Chandra, YP, Matsuka, T. Stratification analysis of domestic hot water
storage tanks: A comprehensive review. Energy & Buildings, 2019; 187:
110-131.

[15] Huggins, RA. Energy Storage Fundamentals, Materials and Applications,
Second Edition, Springer, London, 2016.



38 | The Importance of Eneryy Storage for Sustainable Heat and Power

Nomenclature

C = Storage capacity

E, = Specific energy

L = Expected lifetime

P = Charging/discharging rating power

P, = Specific power

T = Rated discharge time

V = volume

t = Inversion time

t = Response time

n = Round trip efficiency

CAES = Compressed air energy storage
EBES = Electrochemical battery energy storage
ECES = Supercapacitors energy storage
EDCL = Electric double layer capacitor

EV = Electric vehicle

FC-HES = Fuel cell hydrogen energy storage
FW = Flywheel

LUEC = Levelized unit electricity cost
PHES = Pumped-hydro energy storage
PHEV = Plug-in hybrid electric vehicle

RES = Renewable energy source

SMES = Superconductors magnetic energy system

TES = Thermal energy storage
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Abstract

To investigate the power coefticient values, two different horizontal axis wind
turbines were designed with the use of two airfoils; NACA 4412 and NREL
S 809. These had three blades with a radius of 40 cm and were produced
using a 3D printer. Power coefficients were calculated by measuring the
torque values generated in these turbines for different tip speed ratios. The
homogeneous wind obtained by a moving vehicle is used to produce artificial
wind. The highest power efficiency was achieved with NACA 4412
compared to NREL S$809, but the power efficiency value was higher
with NREL S809 atvalues greater than 9 of the tip speed ratios with
NACA 4412.

1. Introduction

Our world's need for energy, especially electrical energy, continues to
increase day by day. Countries, especially in the last 30 years, have focused
on the development of electricity generation technologies using sustainable
resources like solar, wind, geothermal, biogas, tidal energy, which do not
pollute the atmosphere and are not depleted. Three-blade horizontal axis
wind turbines (HAWT), which are among the wind turbine types
developedto utilize wind energy, have become the most preferred type
due to their high efficiency [1].

The power efficiency of these turbines depends on the airfoil selected as
the blade section, how these airfoils are positioned on the blade and the
rotor tip speed ratio (TSR) value [2].

Studies on the parameters on which the tip speed ratio (TSR), ratio of
the wing tip tangential (linear) velocity and the wind speed, depends and
its optimum value are found in the literature. In general, optimum tip
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speed ratio (OTSR) values ranging from 1 to 5 for multi blades, 4-10 for
three blades, 9-15 for two blades and 15-20 for one blade are given [3].
For example, Bai [4] stated this value as 5, while Wang [5] stated it as 10
for three bladed ones. In this study, the tip speed ratio value at where the
highest power efficiency is obtained is investigated. The second aim of this
paper is to compare the power efficiencies of the HAWT designed with
NACA 4412 and NREL S809 airfoils. While NACA series airfoils were
used more in the past, NREL series airfoils, which were specially
developed for wind turbines, were preferred [6].

Blade tip tangential speed and the wind speed in the free region (V)
ratio is defined as the tip speed ratio (TSR) and is denoted by A in this
paper. The blade tangential velocity U is equal to the product of the
rotational angular velocity w and the blade length R [7].

The power to be obtained from a wind turbine equals to the product of
the rotational angular speed and the torque produced by the blades [7].
When it is desired to obtain high torque (moment), low rotational speed is
generated, while low torque is generated at high rotational speeds. The
product of these two values (torque and angular rotational speed) gives the
power value to be obtained. For obtaining the maximum power,
calculating the optimum values of the angular rotational speed or torque is
important [8]. In other words, the optimum tip speed ratio (OTSR) for
obtaining the maximum power coefficient (Cp) value must be determined
for a HAWT.

The rotor rotates very slowly, allowing the wind to pass through the
openings between the blades, so that some of the wind passing through the
rotor cross-section is not utilized. But when the rotor rotates excessively
fast, the blades function like a barrier blocking the passage of wind,
resulting in an incomplete utilization of wind power. Therefore, a HAWT
should be designed to operate at the most favorable TSR for extracting the
maximum possible power from this flow of wind. The power efficiency
(Cp) value of the HAWT varies according to the TSR value. While the C,
value takes small values at very low TSR values, the C; value also increases
when the TSR value is increased. However, this increase occurs up to a
certain TSR value, after this value, the C; value starts to decrease while the
TSR value increases (Figure 1) [9].
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Figure 1. Power coefficient-TSR relationship [9].

M.Ragheb[10] proposed the optimum tip speed ratio’s mathematical
calculation in this way: For a wind turbine with horizontal axis, the time
required for one of its blades to be replaced with its next one is same as the
required time for the wind entering inside and being disturbed and
restored after hitting it. Where B is indicated as the blade number, time for
the next blade to replace it, it is calculated with the following equation;

_2n
Bw

t

The time it takes for the wind hitting the blade to regain its original
state after it is disturbed t=S/V; S=the path taken by the wind hitting the
blade until it regains its original state, V=wind speed. If these two times
are equalized and the angular velocity is written;

2nV

o="__
B.S

The above relation is obtained. Here the value of S is based on the
experimental results and is stated by Ragheb [10] to be taken as R/2. If the
definition of TSR is used, the optimum tip speed ratio value (OTSR) is
equal to 47/B. We observe that the optimum tip speed ratio (OTSR) value
tor B=3 blades is 47/3 and this value is approximately 4.19. It is stated
that if the airfoil selection is made correctly, the optimum tip speed ratio
value will be 25%-30% higher than this value. That is, it can be expressed
as 5.24 < Apimum < 5.45 [10].
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An empirical formula is given in the literature [11] where the power
coefficient (Cp) value can be calculated as a function of TSR (1), blades
number(B) and the maximum C,;/Cp, ratio of the airfoil used in the wing
section:

A-8Y
1.32+| ——
c =l 1 +( 20] 0574
P 17 B3 CL(,“.lj
CD 2B

In the above formula, C, (power coefficient) and OTSR (A gpimum)
values found according to the maximum values of C;/Cp ratio for
HAWT having 3 blades are given in Table 1.

Table 1. C;/Cj, - C, 1y~ OTSR values according to the formula.

(C/Cp) (max) Coma) OTSR
25 0.43 35
50 0.47 5
75 0.5 6
100 0.52 8
130 0.3 9

The higher the (Cr/Cp)gn,y ratio that demonstrates the airfoil’s
aerodynamic performance, the higher the Cp value [12]. The OTSR
value is also affected in the same way (Table 1). In the mentioned
formula, the effects of the number of blades (B) on Cpy,yy and OTSR
can also be calculated. While the effect of C;/Cp value on Cpy,yy and
OTSR is high when the number of blades is low, it is seen that this
feature of the airfoil does not have much effect as the number of blades
increases. However, in this formula, the eftects of airfoil (CL). value,
design angle of attack, Design Tip Speed Ratio (DTSR) value and
dimensions of the blade geometry on Cp,, and OTSR are not taken
into account [13].

Mc. Cosker calculated the effects of the design tip speed ratio value
on the blade geometry as well as rotor aerodynamic performance of the
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selected airfoil in the design of a R=2.5 m long HAWT with 3 blades
using the BEM theorem. As a result of his study, he obtained
Comay=0.53 with NACA 23012 at OTSR=7. While creating this
geometry, DTSR=6 value was used. NACA 4412 airfoil obtained
Comay=0.55 value at OTSR=11 value. While creating this geometry,
the design used the value TSR=8. Again, using these two airfoils, he
calculated the effects of design TSR values on C, .y and OTSR (using
values 6, 7, 8 for DTSR) with the Blade Element momentum
(BEM) theorem. In cases where the TSR value is less than 6, the
NACA 23012 airfoil is more efficient in contrast with the NACA 4412
airfoil, while for cases where this ratio is greater than 8, the NACA 4412
is more efficient. In general, he stated that NACA 4412 is more optimum.
Cosker used the airfoil C; and C; values from the literature [22] and
Re=6.10° [14].

Ragit Ata has developed an optimum design method by calculating how
the power multiplier value is affected by which parameters in the
HAWTSs using artificial neural network. Takinginto account the airfoil
C,, (drag coefficient), blade tip losses, air reverse flows in the turbine
downstream, power losses due to the number of blades, the maximum
power multiplier and OTSR values were calculated using the artificial
neural network optimization method. For a 3-blade HAWT,
Cp(ma)-0.4576 value was found at OTSR=8.5 with NACA 4415
airfoil and  Cpay-0.492 value was found at OTSR=10 with LS-1
airfoil. In the study, the effects of the number of blades and airfoil
attachment angle on power performance were shown with numerical
values [15].

Bai et al. used the NACA 4418 airfoil in the design of a three-winged
HAWT with a 0.36 m long wing. At 10 m/s wind speed, they found the
maximum Gy, Value to be approximately 0.43 by BEM theorem,
approximately 0.42 by Computational Fluid dynamics
( CFD) simulation and approximately 0.415 by experiment. These values
were obtained at OTSR=4.9. They alsoused 5 as the design TSR value
while creating the geometry. They stated that the Reynolds number affects
(C1/Cp) (may the value and thus has a significant effect on Cppay and
OTSR values. For this reason, when calculating Cp;, and OTSR values
with empirical formulae and BEM Theorem, it is necessary to be very
careful at which Reynolds value the (C/Cp)my value is taken. In a
graph given by Bai, it is seen that the (C,/Cp)may value of NACA 4418
airfoil is 13 for Re=40 000, 32 for Re=70 000, 42 for Re=100 000.
For very long blades, the value of Reynolds number changes significantly
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from the center towards to the tip. However, when the wing width is
reduced from the center of the wing to the tip, it isstated that the
Reynolds number will not change much since the air’s relative velocity
while striking airfoil will increase towards the tip while the airfoil
chord length will decrease towards the tip. It has been observed in
many studies in the literature that the optimum TSRvalue for HAWTs
with a blade length of 10 m and more is above 7, while in the Bai study,
the OTSR value for the HAWT with a length of 0.36 m was realized
around 5 [16].

Han Cao analyzed the 2D aerodynamic performance of DU 93-W-210
and NREL S 809 airfoils with CFD. The air velocity was taken as 23.8
m/s and Reynolds number as 1 million. Since DU 93-W-210 aerodynamic
performance is better than NREL S 809, this airfoil wasused in the
HAWT design. Using DU 93-W-210, he designed a 4.5 m radius LWT.
He performed 3D CFD simulation to calculate the power that this wind
turbine can generate. He calculated that the power that can be obtained
at a wind speed of 8.8 m/s is 9518 W whilethe optimum TSR value
is 8. In this CFD simulation with Ansys fluent, he calculated thatthe
part of the torque value caused by pressure is 448.7 N.m and the
negative torque caused by viscosity is 21.7 N.m and 427 N.m net.
Improvements were made in the tip and hub geometries of the wing and
CFD simulation showed an 11% improvement in power performance.
While at a wind speed of 3.5 m/s a s well as the rotational
speed of60 rpm, thetorque was 106 N.m and the power coefticient
value was 0.42. At a wind speed of 8.8 m/s and the rotational
velocity of 150 rpm, the torque value was 812 N.m and the C, value
was 0.49 [17].

Azevedo-Mendoncha, in their study in which they applied the
maximum power tracking method, it is seen in the (Cp-TSR) graph that
the different sizes of the HAWT have different OTSR and Cp(max) values.
It is understood from the graph that Cp,,,,)-0.2 and OTSR=2 when R=5
cm, Cpny=0.29 and OTSR=3.7 when R=15 cm, Cp,y=0.4 and
OTSR=8.2 when R=40 cm. It is seen from the graphs that Cy,,, value
exceeds 0.45 and OTSR value is around 8 for the larger HAWT. For
HAWTs smaller than 1 m diameter, it is understood that Cpp,, and
OTSR values are highly affected. Since it is known from other studies that
these values are also affected by wind speed, it is clear that it would be
more accurate to express these two parameters with Reynolds number.
Reynolds number due to its determining impact on (Cp/Cp),,, value,
which is the aerodynamic property of the airfoil. It is understood from
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many studies in the literature such as mathematical- empirical formulas,
BEM theorem, CFD simulation that (C;/Cp)y,, value directly affects
OTSR and Cpyy) values[18].

Wang calculated the Cp values for a 83 m diameter 3-bladed HAWT
with three different methods for difterent TSR values (3<TSR<13).
These methods are as follows: 1-FVM (free vortex method), 2-
Computational fluid dynamics (CED), 3-Wind tunnel experiment. While
the FVM method found the Cpy,y value as 0.53 at OTSR=10, the CFD
simulation found the Cpy,y value as 0.51 at OTSR=9.5 and the wind
tunnel experiment found the G,y value as 0.5 at OTSR=10 [19].

Padmanabhan-Saravanan compared the performance of NACA and
NREL airfoils with R=2.5 m radius and 3 blades: While Cp,y, value of
0.52 was obtained with NACA at TSR=10, Gy, value of 0.49 was
obtained with NREL airfoil at TSR=10. However, while Cp ., values
close to each other were obtained with both airfoils at TSR values less than
10, higher Cp values were obtained with NREL at TSR values greater than
12. Although NACA has a higher Cy,,,, value, they concluded that NREL
airfoil is more efficient for a wider range of values of TSR [20].

In this study, the power efficiencies at different angular rotational
speeds of two difterent horizontal-axis wind turbines designed using two
airfoils selected from NACA and NREL series were experimentally
measured.

2. Materials and Methods

There are different types of experiments to measure the aerodynamic
performance of wind turbines [21]; such as experiments in the wind
tunnel, long-term open field tests in naturalwind environment, turbine
test in the face of artificial wind generating fan, experiment mounted on
a pick-up truck. In the wind tunnel, there are difficulties in providing the
desired dimensions of the ratio of turbine size and duct cross-section
size (for accurate measurements, it should be at most 1/5 [21]. There
are difticulties in obtaining homogeneous wind in the study of creating
artificial wind with a fan and conducting experiments. In natural wind
environment, it is not always possible to obtain constant speed wind
[21]. In this study, in order to provide homogeneous and constant
speed wind flow, a 40 cm long HAWT experiment with 3 blades
mounted on a car was carried out (Figure 2).
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Figure 2. Experimental setup.

A 40 cm blade-length, three-bladed HAWT was designed according to
the Schmitz equations with NACA 4412 [23], and NREL S 809 [24].

Schmitz equations;
c(r)= BCLLINIS (larctan (in
B(C,), 3 r,

B(r)= %arctan [?%}—0&

c(r): airfoil length.

r: distance from the rotor center.

B: number of blades.

(Cp)p: airfoil design lift coefticient value
R: blade length (rotor radius)

B(r): airfoil pitching angle

ap : airfoil design angle of attack

Ap : design tip speed ratio
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NACA 4412 and NREL S 809 airfoils are shown in Figure 3
and Figure 4. The designed blades were produced with a three-
dimensional printer (Figure 5).
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Figure 4. Cross section of NREL S809 [24].

The NACA 4412 airfoil has a maximum lift coefficient of 1.4, whereas
the NREL S809 airfoil has a maximum lift coefficient of 1.3. This means
that the NACA 4412 airfoil can generate more lift than the NREL S$809
airfoil. The NREL 8809 airfoil has a lower drag coefficient than the
NACA 4412 airfoil at low angles of attack. However, at higher angles of
attack, the NACA 4412 airfoil has a lower drag coefficient than the NREL
S809 airfoil. The NACA 4412 airfoil has a sharp stall, meaning that it
experiences a sudden drop in lift when it reaches its maximum lift
coefficient. In contrast, the NREL S809 airfoil has a more gradual stall,
which means that it can maintain lift at higher angles of attack before
experiencing a drop in lift. both airfoils have different design characteristics
that make them suitable for different applications. The NACA 4412 airfoil
is better suited for low-speed applications, while the NREL S$809 airfoil is
designed for higher-speed applications, particularly in wind turbines.

The C; and Cj values for the NREL S809 airfoil are taken from
Sorensen ([24], while these values for the NACA 4412 airfoil are taken
from Abbot [23]. When these values are used for NACA 4412; the design
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AOA is 6° where the maximum value of C; /Cy, is obtained. The C; value
at this angle of attack (AOA) is 1.04. Similarly, for NREL S809, the
design angle of attack (DAOA) is 5° while the design lift coefticient value
is 0.76. The design tip speed ratio value was taken as 7, based on the study
of Cosker [14].

Figure 5. HAWT picture produced by three-dimensional printer.

The turbine was mounted on the car as shown in Figure 2 and a system
was installed to measure wind speed, wind direction, rotational speed and
torque 5 times per second to ensure homogeneous airflow. The rotational
speed was controlled by an electronic control system that braked the AS
motor. The circuit diagram is shown in Figure 6. The vehicle was driven
on a flat smooth road at a constant speed between 16 km/h and 54 km/h.
The data obtained were analyzed with Microsoft Excel software.
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Figure 6. Circuit diagram of the experimental measurement system.

The pictures of the measuring instruments used in the experiment to
measure the wind speed, rotor rotational speed (by number of revolutions)
and torque (moment) values are shown in Figure 7. The blades rotating at
a certain wind speed were braked by the AS motor to rotate at different
angular speeds. For the torque values at different rotational speeds, the
force values were first measured with a load cell. The measured force values
were multiplied by the distance of 0.15 m, which is the length of the force
arm in the system, and moment values were obtained.

convertor data logger
AS Motor
. Anomometre
force gauge
Load Cell

Figure 7. Experimental measurement devices.
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Wind speed was measured with an anemometer, the number of
revolutions of the blades with a tachometer and torque values with a force
gauge at different rotational speeds. The values found were recorded in the
excel program on the computer with a data logger. The values recorded
with the data logger were calibrated to convert volt values into numerical
data and recorded on a laptop computer. Wind speed, wind direction,
rotor speed and torque (momentum) values were recorded 5 times every
second. In order to change the number of revolutions, braking was
provided with AS motor. Based on the values measured at different times,
torque values were measured at different speeds for cases where the wind
speed was 6 m/s. TSR values were obtained using these values and angular
velocity, speed and wind speed. For each different TSR values, the power
was obtained by multiplying the torque value by the angular velocity w. Cp
power multiplier value was obtained by dividing the power values by the
maximum power value. Cp-TSR values Table 2 and Table 3 was created
for NACA 4412 and NREL S809 HAWT. Cp,y as well as OTSR values
have been determined from this table.

3. Results and Discussions

The product of the torque (Nm) measured in the experiment and
the angular rotational speed w (rad/s) gives the power value (Watt).
The maximum power of the wind flowing across the rotor section can be
calculated by below equation;

P =%,0V37zR2

In this equation, the maximum power value of the air flowing across
the turbine rotor section is calculated as 65.1 Watt when the air
density p = 1.2 kg/m®, V wind speed 6 m/sand R = 0.4 m. The power
value obtained at the rotor is calculated as torque (T) Nm and angular

velocity (@) rad/s. Power obtained is calculated by using following
equation;

P=T.®

Two HAWT vehicles with NACA 4412 and NREL S809 sections were
measured at different rotational speeds and torque values by providing
homogeneous wind. The number of revolutions per second is obtained by
dividing the number of revolutions per minute by 60 and the angular
velocity w (rad/s) value is obtained by multiplying this number by 27, and
the wing tip tangential velocity is found by multiplying the w value with R
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= 0.4 m. The TSR (A) value is calculated by dividing the wing tip
tangential speed by the wind velocity V=6 m/s. The results obtained as a
result of the measurement values and calculations are given in Table 2 and

Table 3.

Table 2. NACA 4412 measured values

Numbcr of T
revolutions w (rad/s) TSR(%) (N.m) Power(watt)
(rpm)
573 60.00 4 0.282 16.92
717 75.08 5 0.260 19.52
860 90.06 6 0.253 22.78
1003 105.03 7 0.248 26.05
1147 120.11 8 0.238 28.59
1290 135.09 9 0.173 23.37
1433 150.06 10 0.117 17.56
1576 165.04 11 0.071 11.72
1720 180.12 12 0.0325 5.85
1863 195.09 13 0.0267 5.21
2006 210.07 14 0.0217 4.56

With NACA 4412 HAWT, the maximum power was measured as
28.59 Watt at a rotationalspeed of 1147 rpm (w=120.11 rad/s). As
the TSR values increase from 4 to 8, the powervalue obtained also

increases, but the power value starts to decrease after 8. The OTSR
value of the HAWT designed with NACA 4412 and DTSR=7 was 8.
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Table 3. NREL S809 measured values

Number of
revolutions |o (rad/s)| TSR(x) [Torque (N.m) Power (Watt)
(rpm)

573 60.00 4 0.270 16.20
717 75.08 5 0.243 18.25
860 90.06 6 0.224 20.17
1003 105.03 7 0.211 22.16
1147 120.11 8 0.200 24.02
1290 135.09 9 0.188 25.40
1433 150.06 10 0.147 22.06
1576 165.04 11 0.130 21.45
1720 180.12 12 0.112 20.17
1863 195.09 13 0.067 13.07
2006 210.07 14 0.046 9.66

With NREL S809 HAWT, the maximum power was measured as
25.4 Watt at a rotational speed of 1290 rpm (w=135.09 rad/s). As
the TSR values increase from 4 to 9, the powervalue obtained also
increases, but the power value starts to decrease after 9. The OTSR
value of the HAWT. When the stance angle of the blade to the rotor
is adjusted to facilitatethe first movement, the maximum rotational speed
is lower than in the other case.

designed with NREL 8809 and DTSR=7 was 9. However, in
order to see the different results in the values obtained due to the effect of
the road surface, slight differences in vehicle speed and errors in the
measurements, measurements were made with 5 different experimental
studies for both HAWT. After organizing the obtained data as given in
Table 5 and Table 6, the power efficiency (C;) values were calculated using
the below equation. To calculate the rotor power efficiency value, below
equation is used.
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Cp-TSR  values and average values obtained in 5 separate
experiments (E1, E2, E3,E4, E5) for the NACA 4412 cross-sectioned
HAWT are shown in Table 4 and graphically in Figure 8.

Table 4. NACA 4412 Cp-TSR values

NACA 4412 C,-TSR EXPERIMENTAL
TSR El E2 E3 E4 E5 Mean Values
4 0.25 | 0.24 0.26 0.3 0.27 0.264
5 0.3 0.34 0.32 | 0.28 | 0.33 0.314
6 0.32 | 0.31 0.34 | 0.37 | 0.39 0.346
7 045 | 041 0.39 | 042 0.4 0414
8 047 | 042 0.43 046 | 042 0.44
9 0.39 | 0.37 036 | 042 | 043 0.394
10 0.24 | 0.29 0.28 0.25 | 0.32 0.276
11 0.17 | 0.15 0.17 | 0.19 | 0.22 0.18
12 0.13 | 0.06 0.08 0.1 0.12 0.098
13 0.08 | 0.06 0.11 0.1 0.07 0.084
14 0.05 | 0.09 0.06 | 0.04 | 0.08 0.064
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Figure 8. Cp-TSR(A) values of NACA 4412 sectioned HAWT

Similarly, the C,-TSR values and average values obtained in 5 separate
experiments (E1, E2, E3, E4, E5) for NREL S809 cross-sectioned HAWT
are shown in Table 5 and graphically in Figure 9.

Table 5. NREL S809 C,-TSR(A) values

NREL $809 C,-TSR(A) EXPERIMENTAL

TSR El E2 E3 E4 E5 Mean Values
4 0.22 0.25 0.24 0.25 0.27 0.246
5 0.29 0.28 0.25 0.28 0.25 0.27
6 0.33 0.29 0.32 0.31 0.33 0.316
7 0.35 0.33 0.34 0.34 0.3 0.332
8 0.34 0.36 0.37 0.36 0.35 0.356
9 0.34 0.39 0.38 0.36 0.35 0.364
10 0.33 0.34 0.34 0.35 0.36 0.344
11 0.34 0.33 0.33 0.3 0.32 0.324
12 0.26 0.25 0.31 0.3 0.33 0.29
13 0.18 0.22 0.2 0.21 0.22 0.206
14 0.17 0.16 0.15 0.15 0.13 0.152
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Figure 9. Cp-TSR(A) values of NREL S809 sectioned HAWT

The graph given in Table 6 and Figure 10 is obtained according to the
results obtained by averaging the C, values of the HAWTs with both
cross-sections obtained in experiments E1, E2, E3, E4, E5.

Table 6. NACA 4412 and NREL S809 Cp-TSR(A) values

Cp-TSR(Q) NACA NREL
TSR Mean Values

4 0.264 0.246
5 0.314 0.27
6 0.346 0.316
7 0.414 0.332
8 0.44 0.356
9 0.394 0.364
10 0.276 0.344
11 0.18 0.324
12 0.098 0.29
13 0.084 0.206
14 0.064 0.152
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Figure 10. Compare NACA 4412 and NREL S809 HAWT C,-
TSR(A).

According to the Cp-TSR graph obtained here, it is seen that although
the performances of both are close to each other at TSR(A) values less
than 7, higher power efficiency is obtained with NACA 4412. While the
highest power efficiency value was 0.44 with NACA 4412, this value was
only 0.364 with NREL S$809. However, at TSR(A) values greater than 9,
the values obtained with NREL S$809 are larger. This situation is more
clearly seen in Figure 10. The result obtained in this study may be because
of the horizontal axis wind turbine blade root region stall and centrifugal
pumping of flow on the blade [3].

Another situation noticed in this experimental study is that when the
stance angle of the blade relative to the rotor is adjusted so that the
maximum rotational speed is high, the first movement starts later.
When the stance angle of the blade to the rotor is adjusted to facilitate
the first movement, the maximum rotational speed is lower than in the
other case.

4. Conclusion

In the experimental studies, it was observed that when the angle of the
blade with the rotor plane was slightly increased, the initial movement
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started more easily, but it caused lower values in terms of obtaining
maximum torque. A higher maximum power multiplier value was obtained
with NACA 4412. However, higher power multiplier values were
obtained with NREL S809 at TSR values greater than 9. As a result of the
experimental study for NACA 4412 HAWT, the OTSR value was
measured as 8. With NREL S809, the OTSR value was obtained as 9.

The experimental method used in this study is not a commonly used
method for studying wind turbine performance. In order to obtain more
reliable or accurate results, those methods such as field measurements,
wind tunnel testing, or numerical simulations using validated models may
be used to determine the power performance of horizontal axis wind
turbines. We should say here that the method used in this study is very
successful in terms of obtaining steady and uniform artificial wind, as well
as many weak aspects.

To compare the power performance of two different horizontal axis
wind turbines (HAWTs) with different airfoils, an experimental setup can
be created in a wind tunnel. The following steps can be followed for this
experiment:

1. Design and build two identical HAWTs, with the only difference
being the airfoil shape. It is important to ensure that the two
turbines have the same blade length, number of blades, pitch angle,
and rotor diameter to ensure a fair comparison.

2. Install the two turbines in a wind tunnel, which provides a
controlled environment with a steady and uniform wind flow. The
wind tunnel should have a velocity range that is appropriate for the
size of the turbines and airfoils being tested.

3. Connect each turbine to a power meter or dynamometer that can
measure the torque of the turbine. Start the wind tunnel and adjust
the wind velocity to the desired level. It is important to ensure that
the wind velocity is steady and uniform across the test section of the
wind tunnel.

4. Run the experiment for a predetermined amount of time, allowing
the turbines to reach a steady-state condition. This will ensure that
the power output measurements are accurate and repeatable.
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5. Repeat this experiment at the different rotational speed of the rotor.
Record the power output measurements for both turbines, and
compare the results.

6. The airfoil that produces the higher power output at a given wind
velocity or at a given tip speed ratio is considered to have better
power performance. Repeat the experiment multiple times to ensure
the reliability and repeatability of the results.
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Chapter 4

Investigation of Turbulence Models in the
Analysis of Two Different Airfoils with
Computational Fluid &

Mehmet Bakirci!

Abstract

Various standard airfoils are used in aviation, wind turbine blade designs,
and for other applications that rely on aerodynamic forces. The rapid
evolution of computing methods now allows you to accurately calculate the
flow behavior of the airfoil in the short term. In this study, the
aerodynamic performance of the NACA 63-215 and NACA 65-421
standard airfoils created by the National Aeronautics Advisory Committee
(NACA) was analysed with two-dimensional computational fluid
dynamics. These analyses were performed on a 1 x 10° Reynolds number
and at different attack angles to discover better aecrodynamic performance.
Spalart-Allmaras, the standard k-g and standard k-w turbulence models are
evaluated comparatively based on experimental data. Finally, the results
and comparison of various properties i.e., drag and lift coefficients,
pressure distribution over the airfoils are presented to help the user choose
the right airfoil, and the turbulence model for a wing design or other
aerodynamic modelling corresponds.

1. Introduction

Airfoil aerodynamics is a global field of study that has made a significant
contribution to the growth of the wing and propeller industries. Airfoils
and aerodynamically formed objects are widely utilized in a variety of aerial
vehicles, including the aircraft, airplanes, helicopters and even rocket
missiles. With regard to fluid machines like turbines, windmills, and
pumps, the impeller and propeller shapes are particularly important. All of
the critical parameters for representing the characteristics of the airfoils
must be precisely regulated. This is due to the importance of flow analysis
across an airfoil [1].

The aerodynamic performance of the airfoil is important for many
applications. For example, aircraft acrodynamic performance affects factors
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such as aircraft speed, range, and fuel economy. The aerodynamic
performance of wind turbines affects the amount of energy produced by
the turbines. The aerodynamic performance of vehicles affects fuel
consumption and emissions [1].

Airfoil sections are designed to optimize aerodynamic performance.
This helps create less resistance and produce more thrust or lift when
moving over air or water. Airfoil sections can be designed at many
different scales. This allows them to be used in different applications. For
example, large-sized airfoil sections can be used for aircraft wings, while
small-sized airfoil sections can be used for aircraft engine turbine blades.
They are used in many areas in engineering designs. For instance, airfoil
sections are used in the design of aircraft parts such as aircraft wings and
horizontal stabilizers and are designed to optimize the airplane's effect on
airflow. They are used in the design of wind turbine blades. They are also
used in wind turbine blades to generate electrical energy by making more
rotational movement under the influence of the wind. Airfoil sections are
used in the design of vehicles in the automotive industry. In order to
optimize the aerodynamic performance of the vehicles, they are utilized in
the design of various vehicle parts such as windshield, rear glass, and rear
spoiler. Additionally, airfoil sections are used in ship design. In the
structure of the rudders positioned at the stern of the ship and on the sides
of the deck. In order to reduce the effect of wind loads, especially for tall
buildings, airfoil sections can be used in structural elements of buildings.
As can be seen from these examples, airfoil sections are used in many
engineering designs. The design and their use help to increase aecrodynamic
performance and to design more efficient systems. Airfoil sections can be
produced from different materials. These materials can be chosen
depending on the application's requirements and performance goals.
Airfoil sections generally have smooth surfaces. This helps create less
resistance and produce more thrust or lift when moving over air or water

[1].

The moment coefficient of the airfoil is an important factor that
measures the tendency of the flow around the airfoil to produce moment.
It complements the aerodynamic properties of the airfoil, along with other
coefficients such as torque coefficient, lift coefficient and drag coefficient.
It is important as one of the factors affecting the aerodynamic performance
of the airfoil, because the moment coefficient of the airfoil determines the
aerodynamic moments that affect the balance and control properties of the
airfoil. This affects the airfoil's horizontal stability and vertical control
ability, roll moment, and other properties. It depends on factors such as
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the size and shape of the airfoil, the angle of attack, and the Reynolds
number. Moment coefficients help determine the stability and control
characteristics of aircraft. Airfoil moment coefficients are also used in ship
propeller design and many other applications. The stability performance of
the airfoil depends on the aerodynamic moment coefficients of the airfoil
and other factors and determines how the airfoil responds to changes in
angle of attack or other external influences [2].

Previously, research on airfoil aerodynamics was limited to field testing,
theoretical studies, and wind tunnel testing, all of which require significant
work and money. Aerodynamic performance of airfoil sections might be
evaluated using the finite element technique (FEM) used in computational
fluid dynamics (CFD) for fluid flows, which has led to the creation of
computer-assisted  design  programs. Numerical approaches for
performance analysis and optimal design of an airfoil save money and time
when compared to theoretical and experimental methods [3].

In general, airfoils are designed using one of two methods: First, make
some tweaks to the real airfoils and repeat the procedure until improved
performance is obtained. Second, identify the pressure coefficient
distribution that will provide the desired aerodynamic performance and
obtain the geometry that will produce this distribution. The National
Advisory Committee on Aeronautics (NACA) performed an extensive
variety of studies and tests on airfoil design. As a result, they developed
their own standard airfoil section geometry series [2].

The NACA airfoil series, which is being used today, was created for
World War II warplanes. The literature continues to investigate airfoils.
Many researchers looked at the lift and drag presentation of NACA airfoils.
To date, the following studies have been presented. S. Sarada et al. (2010)
[4] used the ANSYS Fluent CED tool to examine the NACA 64618 airfoil
in 2D and 3D. They employed the k-epsilon turbulence model. With this
model, they captured respectable values for the stall moment in 3D but not
the same in 2D. A. Saraf et al. (2013) [5] investigated the aecrodynamics of
the NACA 4412 section using CFD and conventional k-epsilon and k-
omega turbulence models. While they obtained comparable findings with
studies at low attack angles by utilizing k-omega, the results at high angles
were different with both models. D. Hartwanger and Dr. A. Horvat
(2008) [6] used CFD, X-FOIL, and ANSYS CEX computer package tools
to study the NREL S809 wind turbine blade section (airfoil). He
performed a 2D flow study, employing laminar flow for the first half of the
airfoil and turbulence for the rest. He demonstrated that the new model's
conclusions were completely consistent with the experiments for the
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circumstances prior to the stall. He did, however, state that the data
obtained during and after the stall were incompatible with the trials. The
lift and drag coefficients of the NACA 4412 airfoil were computed using
CFD by H. C. Ravi et al. (2013) [7]. They picked the k-omega SST
transition turbulence model to take into account the change of flow over
an airfoil from laminar to turbulence and compared the findings produced
by this model with the results obtained by the Spalart-Allmaras model and
tests. They discovered concordance between both models and experiments
at the end of the research. The mesh is the collection of small elements
used to represent the fluid domain in the simulation.

E.C. Douvi et al. (2012) [8] evaluated turbulence models for modeling
of flow over the NACA 0012 airfoil. J. Johansen (1997) [9] investigated
the laminar/turbulent transition in airfoil flows. The numerical calculation
of turbulent flows was emphasized by B.E. Launder and D. B. Spalding
(1974) [10]. O. Gulzar et al. (2014) [11] used the Spalart-Allmaras
turbulence model to simulate the effect of attack angle modification on the
NACA 7420 airfoil in transonic compressible flow. NACA 4412 and
NREL S 809 airfoils were compared by B.N. Kumar et al. (2016) [12].
The comparison of the NACA 4412 airfoil with the S 809 airfoil revealed
that the NACA 4412 had superior acrodynamic performance over the
whole spectrum of angles of attack. O. Badran (2008)[13] investigated a
two-equation turbulence model that may forecast boundary layer
separation on a NACA 4412 airfoil at a position of a=15°. The developed
turbulence model was proven to be capable of predicting the physics of
unstable separated flow. The models provided results that were very close
to the experimental data. G.E. Hassan et al. (2014) [14] determined the
lift and drag coefficients of the NACA 0018 airfoil for angles of attack (a)
between 0° and 25° and Reynolds numbers from 300 000 to 1 000 000.
When compared to experimental data in the literature for all tested ranges
of Re values, the k— w SST model yields the best correct predictions for lift
coefticient (C;) and drag coefficient (Cp).

The quality of the mesh can have a significant impact on the accuracy
and reliability of the simulation results. Therefore, much research is
focused on developing new methods to improve mesh quality. There are
many different turbulence models, each with its own set of assumptions
and limitations. Current studies in airfoil aerodynamics are focused on
developing and refining turbulence models to improve their accuracy and
reduce the computational cost of simulations. airfoil aerodynamics is a
rapidly advancing field, with many exciting new developments and
research opportunities [15].
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In this work, two different National Advisory Committee on
Aeronautics (NACA) airfoils, NACA 63-215 and NACA 65-421, are
chosen for modeling of the flow field and the various turbulence models;
Spalart-Allmaras, standard k-e, and standard k-w are used to obtain the
aerodynamic coefficients. The results from the three different turbulence
models are compared to reliable experimental results [16].

2. Mathematical Model
2.1. Flow Over an Airfoil

Airfoils are specially designed geometries that extract maximum lift
while minimizing drag forces during air intake. These forces are generated
by an airfoil due to pressure differences between its upper and lower
surfaces. Drag is defined as the force exerted on an object in the flow
direction. And the lift force may be expressed as a compound force that is
vertical to the flow direction. Figure 1 describes the lift force, drag force
and moment that occur around an airfoil section as a function of air speed

[2].

Relative Air Speed

Figure 1. The factors on an airfoil.

When pressure (P) and shear (1) forces apply on a differential surface
area (dA), the differential lift and drag forces acting on dA are as follows:

dF;, = PdAsin@ — tdAcosf (1)

dF, = PdAcos8 + 1dAsinf (2)

From Eqns. 3 and 4 we can calculate the lift and drag coefficients that

occur,
dF;
€ =1 ——@3)
ijzcdr
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dF
Cp = 1—D 4)
Eszcdr
dMm
Cy=7— ()
ipV2C2dT‘

Where the variables are shown in Table 1.

Table 1. Nomenclatures of Eqns. 3, 4.

Symbol Name Unit
C. coefficient of lift -

Cp coefficient of dray -

dF; parvtial lift force N
dF, partial dray force N
dM partial moment Nm
\Y% wind speed m/sec
c chord m

dr partinl width of the blade element m

As the airflow passes over an airfoil, the speeds of the air molecules
change. Since the upper surface is humped, the speed increases when
passing over it and decreases when passing over the lower surface. While
the static pressure increases on the lower surface where the velocity
decreases, it decreases on the upper surface where the velocity increases.
This pressure difference, which occurs on the lower and upper surfaces of
the airfoil, causes the lift force [2].

The lifting phenomena may also be described using the Bernoulli
equation. Based on Bernoulli's equation, pressure rises as flow velocity falls
in an incompressible steady-state flow, and vice versa. So, we can observe
that when the air goes over the airfoil, the velocity increases as it flows
from the leading edge to the top surface, decreasing the pressure in that
region. On the other hand, when air flows through the bottom of the
airfoil, pressure rises even while velocity falls. Upward positive pressure is
the most important factor in creating lift [2].

When a moving liquid separates from a body, a separated region forms
between the object and the air flow. The split region is a low-pressure area
behind the body that is subject to re-circulation and back-tflows. The size of
the separated field determines the drag force. The word "wake" refers to a
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flow region trailing the body where the velocity impacts of the body may
be sensed. Vortexes in the wake creates drag by creating negative pressure
in the area. Wake does not occur with bluft bodies. Wake may arise in an
aerodynamic body. This angle of attack is slightly larger than 15 degrees
for most airfoils. This is known as a stalling point (Fig 2.)[2].

The stability of the airfoil is calculated by determining the aerodynamic
moment coefficients and the aerodynamic center position. Aerodynamic
moment coefficients measure the tendency of the flow around the airfoil to
produce moment (torque), while the aerodynamic center position is the
point where the aerodynamic moment coefficients of the airfoil change
according to the lift coefticient change. Stability performance is measured
by two types of stability: static stability and dynamic stability. While static
stability measures the airfoil's response to changes in angle of attack,
dynamic stability measures how the airfoil behaves in a moving
environment. The stability performance of the airfoil depends on the
aerodynamic moment coefficients, acrodynamic center position and other
factors. These factors depend on various parameters such as the size and
shape of the airfoil, angle of attack and Reynolds number. The stability
performance of the airfoil is important in aircraft design and many other
applications because it is an important factor determining the safety and
control characteristics of the airfoil [2].

6°, steady fl%,
g ———

—> S
S —
—_— - T —

relative
wind

Figure 2. Flow separation on an airfoil.[2]

The curves of the airfoils drawn by the standard coordinates which the
study uses, NACA 63-215 and NACA 65-421 are shown in Figures 3 and
4. [16]
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Figure 3. The airfoil section curve of NACA 63-215.
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Figure 4. The airfoil section curve of NACA 65-421.

NACA airfoil designation provides information about the key
geometric features of the airfoil, including the maximum camber and
thickness, which is useful in aerodynamics analysis and design. For the case
of NACA, NACA 63-215 and NACA 65-421, the numbers "63" and “65”
respectively refer to the location of the maximum camber in percentage of
the chord length (63% and 65% from the leading edge) while the numbers
"2" and “4” respectively refer to the maximum camber in percentage of the
chord length (2% and 4% of the chord length). The numbers “15” and
"21" respectively refer to the maximum thickness of the airfoil in
percentage of the chord length (15% and 21% of the chord length) [1].

The NACA 63-215 and NACA 65-421 airfoils are primarily designed
for subsonic flow applications, which means they are most suitable for
vehicles that operate at relatively low speeds, such as general aviation
aircraft, drones, and small wind turbines.

2.2. Computational Fluid Dynamics (CFD)
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Airfoil (airfoil profile) can be examined with CFD analyses to
determine its aerodynamic performance. During the analysis, the following
issues can be examined; The flow field around the airfoil can be studied in
detail by CFD analysis. This analysis is performed by considering variables
such as airflow rate, pressure, temperature and other flow characteristics.
The pressure distribution on the airfoil can be calculated in detail by CFD
analysis. This provides information on the aerodynamic performance of the
airfoil and can be used to optimize it. The frictional forces on the airfoil
can be calculated by CFD analysis which is important for understanding
the factors that affect the resistance of the airfoil and its aerodynamic
performance. The lift coefficient of the airfoil can be calculated by CFD
analysis which is crucial for determining the aerodynamic performance of
the airfoil and can help optimize the design of the airfoil. The aerodynamic
noise around the airfoil can be calculated by CFD analysis. This is
important for making design changes to reduce noise on airplanes. CED
analysis of the airfoil is important for understanding and optimizing the
aerodynamic performance of the airfoil. These analyses are used in aircraft
design, wind turbines, vehicle design and many other applications [3].

Reynolds Averaged Navier-Stokes (RANS), Large Eddy Simulation
(LES), Detached Eddy Simulation (DES) and Direct Numerical
Simulation (DNS) models used in computational fluid dynamics are
designed for simulation of different flow events. RANS approaches model
turbulence behavior by averaging over time, providing accurate results on
the average flow behavior. However, these models cannot model natural
turbulence events and there is a possibility of serious error. Therefore, they
are mostly used in industrial applications. LES models accurately capture
large-scale turbulent structures and model small-scale structures. Therefore,
LES models are used to simulate natural turbulence events. However,
these models are generally used in a limited number of research
applications due to their high computational cost. DES models are a
combination of RANS and LES models. Models employ the LES method
to capture large-scle structures and the RANS method to model small-scale
structures. Therefore, DES models provide more accurate results for
industrial applications. DNS models resolve all scales of the flow. Hence,
DNS models provide the most accurate results. However, these models are
the most computationally costly and are used only in small-scale research
applications. Therefore, the selection of the right turbulence model
depends on the nature of the simulated flow event, accuracy and
computational cost. Industrial applications often use RANS or DES
models, while research applications may use LES or DNS models [17].
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Turbulence models used in computational fluid dynamics (CFD)
applications are essential to accurately predict fluid motion. Difterent
turbulence models try to model the effect of turbulence using different
approaches. Simpler models often come with less computational costs, but
are less accurate. More complex models tend to produce more accurate
results, but the computational cost may be higher. Some models are only
suitable for certain types of flows, while others can be used for a wider
range. Whether the models are compatible with experimental data can also
be a comparison criterion [18].

Turbulence models used in computational fluid dynamics (CFD)
simulations provide solutions by mathematically modelling the turbulent
motion of fluids. The k-epsilon, k-omega and Spalart-Allmaras models are
three different turbulence models frequently used in CFD. The k-epsilon
model is used to calculate the balance between turbulent kinetic energy (k)
and dissipated energy (epsilon). This model gives good results in smooth
flows and adiabatic walls, but it may not be accurate in pressurized surfaces
and high sections. The k-omega model was developed to overcome the
disadvantages of the k-epsilon model. This model requires less
computation than the k-epsilon model and gives better results at low
Reynolds number flows. However, it may not give accurate results on
pressurized surfaces. The Spalart-Allmaras model is used to determine the
viscosity of turbulent flow. This model gives good results at high Reynolds
number flows and pressure surfaces. It also requires fewer iterations than
other models. However, it cannot give accurate results in various flow
conditions, such as turns in flow. As a result, each turbulence model offers
advantages and disadvantages in different flow conditions. To obtain
accurate results, the turbulence model to be applied should be chosen
according to the characteristics of the flow, the Reynolds number, and the
purposes of the analysis [19, 20].

The k-epsilon turbulence model is a turbulence model frequently used
in CED simulations and has various sub-models. The most common sub
models are: Standard k-epsilon model: This model is used to calculate the
balance between turbulent kinetic energy (k) and dissipated energy
(epsilon). It performs well in smooth flow conditions, but may give
inaccurate results on pressurized surfaces and high cross sections.
Realizable k-epsilon model: This model was developed to overcome the
disadvantages of the standard k-epsilon model. The realizable k-epsilon
model uses a realistic set of equations to calculate the Reynolds stress
tensor. This model gives more accurate results on pressurized surfaces and
high sections. RNG k-epsilon model: This model was developed by
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Richardson and Nicoud and uses the balance between turbulent kinetic
energy (k) and dissipated energy (epsilon) instead of directly calculating
the Reynolds stress tensor. This model gives good results for high
Reynolds number flows and complex geometries. Nonlinear k-epsilon
model: This model uses a nonlinear set of equations to calculate the
balance between turbulent kinetic energy (k) and dissipated energy
(epsilon). This model gives more accurate results on pressurized surfaces
and high sections.

These sub models include different approaches to turbulence kinetics
and offer different mathematical solutions to better adapt to different flow
conditions [21] .

The k-omega turbulence model is a turbulence model used to calculate
the relationship between turbulent kinetics and turbulent viscosity. The
most common sub models of this model are: Standard k-omega model:
This model uses a transport equation to calculate turbulent viscosity and
defines a new variable called omega as a function of turbulent kinetics. It
performs well in smooth flow conditions, but may give inaccurate results
on pressurized surfaces and high cross sections. SST (Shear Stress
Transport) k-omega model: This model was developed to overcome the
disadvantages of the standard k-omega model. The SST k-omega model
gives better results than the standard k-omega model under smooth flow
conditions and gives more accurate results on pressurized surfaces and high
sections. BSL (Baldwin-Lomax) k-omega model: This model was
developed to perform better at low Reynolds number flows. The BSL k-
omega model gives better results than the standard k-omega model on
pressurized surfaces and high sections. These sub models use different
mathematical equations for the calculation of turbulent viscosity and offer
different approaches to better adapt to different flow conditions [22].

The Spalart-Allmaras (SA) turbulence model is a single-equation
turbulence model and uses a single variable, turbulent viscosity, rather than
turbulence kinetics. There are no sub models of the SA model. However,
modifications and updates of the SA model are in progress. For example,
the Spalart-Allmaras-DDES (Detached-Eddy Simulation) model is a
model developed based on the SA model. This model performs better in
simulating high Reynolds number flows and gives more accurate results
due to the combination of the turbulence model and the eddy-viscosity
model. Similarly, the Spalart-Allmaras-IDDES (Improved Detached-Eddy
Simulation) model is an improved version of the SA model and gives more
accurate results in simulating high Reynolds number flows [23].
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When choosing turbulence models, some factors should be taken into
account in order for the calculations to give accurate results and reflect the
flow behaviors observed in real life. Pressurized or unpressurized flow,
turbulence level and Reynolds number play an important role in
turbulence model selection. According to the purpose of the calculations,
the choice of turbulence model may vary. For example, RANS models can
be used if the flow needs to be examined in detail, while LES or DNS
models can be preferred for highly turbulent flows. Sufficient data for the
geometry or flow to be calculated is important in turbulence model
selection. For example, some turbulence models may require smooth
geometry. The accuracy of turbulence models is important so that
calculations give accurate results and reflect real-life flow behavior.
Therefore, the accuracy of the turbulence model should be compared with
the data in the literature and its suitability should be tested. Some
turbulence models give more accurate results by increasing the
computation time, while others require less computation time but give less
accurate results. Considering these factors, turbulence model selection
should be made. Also, by comparing the results of different turbulence
models, it can be determined which model is the most suitable [24].

Experiments, theoretical formulae, or CFD can be used to compute the
occurrence of aerodynamic force coefticient values as they flow across an
airfoil. Because of the exceptions based on theoretical calculations, the
obtained numbers are only approximations. Experiments can produce
more reliable findings; however, the flow separation of stall moments
reduces dependability [25].

CED, on the other hand, provides rapid and consistent results for the
force and coefficient values that occur around an airfoil. However, the flow
physics, cell formation mechanism, and selection of the appropriate
turbulence model all have a direct impact on the accuracy of the results
[26, 27].

Many commercial CED software packages are used in engineering. The
primary simulation procedure is the same regardless of the type of CFD
software utilized. Setting up governing equations is a prerequisite for CFD
modelling; the three fundamental governing equations are mass,
momentum and energy conservation equations. Following that, boundary
conditions are defined based on various flow circumstances, and a mesh is
formed. The meshing model's objective is to discretize equations and
boundary conditions into a single cell. A cell is the fundamental building
block of both organized and unstructured networks. While tetrahedral and
pentahedral cells are often employed in unstructured grids, hexahedral cells
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are utilized in organized grids. The mesh quality is necessary for obtaining
appropriate physical solutions, and it is up to the engineer's competence.
The more nodes in the mesh, the longer it takes to solve the aerodynamic
issue, hence, developing an efficient mesh is critical [18].

CFED is a mathematical model based on Euler or Navier-Stocks that
provides a consistent and physically accurate simulation of the flow field
and may naturally be used to solve the complicated flow over an airfoil.
The simulation approach of Reynolds-Averaged Navier-Stokes (RANS) is
widely employed [17].

Two dimensional Navier Stokes equations include one continuity (Eqn.
5) and two momentum conservation (Eqns. 6, 7) equations:

Ju 4 v 0 c
ax  dy ®)
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While the right side of the equation expresses average body force and
divergence stress, the left side of the equation explains the change in mean
momentum. In these equations, u and v define velocity components in the
x and y directions, respectively, p represents pressure, p dynamic viscosity,
p fluid density, and u' and v' represent horizontal and vertical turbulence
speed deviation. -pu’v’ is turbulent shear stress, denoted as t,, and derived
using the Eqn. 8 formula:
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Where 1 is called turbulence viscosity, and many turbulence models
have been created to determine it (Anderson J. D., 1995) [3]. Because
RANS equations are open owing to the inclusion of a stress factor, a
turbulence model is required to generate a closed system of a solvable
solution. Many turbulence models are employed today, including algebraic,
single-equation, two-equation, and Reynolds stress models. The majority
of turbulence models used are Spalart-Allmaras turbulence, k-e turbulence
and k-w turbulence models. There is no single optimum turbulence model
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that applies to all flows. If required, the results acquired using multiple
models for the same flow should be compared, especially with low wind
speeds (Mach number<<1) at attack angles before stall since found result
values are quite near to each other [28].

2.2.1 The Spalavt-Allmaras turbulence model

The Spalart-Allmaras turbulence model is a one-equation model that
solves a modelled transport equation with kinematic eddy (turbulent)
viscosity (1992). It was developed particularly for aerospace applications
having especially wall-bounded flows, and it has been demonstrated to
provide appropriate results for boundary layers subjected to unfavorable
pressure gradients. It's also becoming more popular in turbomachinery. In
its original form, it is simply a low-Reynolds number model that
necessitates precise resolution of the viscous-affected portion of the
boundary layer. The gradients of the conveyed variable in the model are
significantly less than those in the k-¢ or k-w models. The transport
equation of the Spalart-Allmaras turbulence model can be stated in the
operational parameter v~, as shown below [20]:

Dv - 1
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Sutherland's (1893) method is used to compute v, which is the
chemical viscosity. The four words on the right-hand side are, in order,
production, diffusion, dissipation, and transformation. Individual
components of the production term are as follows: (2021):
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In these equations, § is the value of the vorticity, 4 is the distance to the
closest wall, 4, is the distance from the point in the flow field to the trip on
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the wall, w, is the wall vorticity at the trip, AU is the difference between
velocity at the field point and that at the trip, g, = min (0.1, AU/w,Ax,)
where Ax, is the grid spacing along the wall at the trip.

The empirical constants in the Spalart-Allmaras model are: C,; =

0.1355, 6 = 2/3, C;, = 0.622, % = 0.4187,

C,, =3239,C,=03,C,;=20,C,=71,C,;,=1,C,=2,C,; =
1.2and C,, = 0.5.

2.2.2 The standavd k- turbulence model

The standard k-e¢ turbulence model equations account for the
contribution of the change in average speed and the lift force in creating
turbulence kinetic energy and swashes, which are compressible at all spread
rates and expandable in the turbulence. The following transport equations,
Chan et al., (2002) [29] are used to calculate the turbulent kinetic energy,
k, and rate of dissipation, &:

d(pk d(pku; a dk
o~ 0x;

ot ox;  0x;
d(pe) O(pew) 0 e, O € e
e T ox,  ox, (u +a_s)6_x]- + ClsE(Gk + C3:Gp) CZSP? i,J
=13 (13)

The turbulent (or eddy) viscosity, y,, is computed by combining % and &
as follows:

2

Where G, is the turbulence kinetic energy production. It is due to the
change in average velocity. G, indicates the turbulence kinetic energy
production caused by the buoyancy force.

In this study, as the experimental data of k-epsilon turbulence model,
Cie =144, Cp =192, C, = 0.09, 0. = 1.3, 0, = 1 values were used
[21].

2.2.3 The standard k-w turbulence model
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The standard k-w turbulence model is an empirical model that is relied
on the transport equations related to turbulent kinetic energy (k) and
particular dissipation rate (w). It may alternatively be regarded as the ratio
of € to k. This model is developed on the Wilcox k-w model, which has
been modified to account for low-Reynolds-number effects,
compressibility, and shear flow spreading.

The turbulence kinetic energy, %, and the specific dissipation rate, w, are
obtained from the following transport equations [22],

ok ok o ok o
Pt Puja_%:a—xj[(ll+0 Mt)a—xj] + Gy —pfkw 1,j=13 (15)
Jdw dw d dw W . .
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=13 (16)

In these equations, G is the turbulent kinetic energy production. o, o*,
a, B, and B* are constants of values 1/2, 1/2; 5/9, 3/40, and 9/100,
respectively. The turbulent viscosity, u,, is computed by combining 2 and w
by following equation [22]:

k
He = PZ 17)

3. Methodology

In the software, the CFD package solves three basic equality equations:
mass, momentum, and energy conservation. Flow and flow field
characteristics define boundary conditions. The flow field is segmented
into cells (mesh). In these cells, these three conservation equations are
solved along with boundary conditions. Cells in two-dimensional fields can
be structured quadratic or unstructured triangular, as seen in Figure 5.
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Figure 5. (a) Structured quadratic mesh grid; (b) Unstructured triangular
mesh grid.

Triangular meshes can represent complex geometries more easily than
quadrilateral meshes. Triangles can be used to represent curved boundaries
and irregular shapes, and they can also be easily refined in regions where
higher resolution is required. Triangular meshes may require more
computational resources to achieve the same level of accuracy as a
quadrilateral mesh. This is because triangular elements have fewer nodes
than quadrilateral elements, which can lead to a higher number of elements
required to represent a given geometry. Quadrilateral meshes can be more
efficient computationally than triangular meshes. This is because
quadrilaterals have more nodes than triangles, which means that fewer
elements are required to represent a given geometry. Quadrilateral meshes
may not be able to represent complex geometries as easily as triangular
meshes. Quadrilaterals are generally less flexible than triangles in terms of
their ability to represent curved boundaries and irregular shapes.

The precise division of cells is critical for obtaining accurate physical
findings. While using fewer cells might result in incorrect findings, using
too many cells necessitates high-capacity computers and additional time.
Therefore, it is important to determine the optimal cell number.
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Aerodynamic evaluations of NACA 63-215 and NACA 65-421
conventional wing section geometries were performed at various attack
angles of flow conditions. As angle of attacks, 0 degrees, 10 degrees, and
20 degrees were employed. The length (c) of the wing section beam
(chord) has been set at 1m. The velocity and pressure changes occurring
about the two airfoils have been investigated and C; lift C,, drag
coefticients were calculated. These operations have been performed in the
tollowing order:

1.

The airfoil coordinates were entered into a CAD computer, and
two-dimensional geometries were generated.

The flow field geometry shown in the Figure 5 was created, and the
limits of the flow region around the airfoil are depicted in Figure 6.
Curve F and line C have been designated as the inlet and outlet,
respectively, and the airfoil (curve G) has been designated as the
‘wall.' As symmetry, AB and DE edges have also been introduced.

12.5m

12.5m

D

Figure 6. The flow domain, boundaries and dimensions.

After entering this geometry, including the wing cross-section
(airfoil) and flow area, into the mesh software, the flow area was
separated into cells (meshes). As illustrated in Figure 7, smaller cells
on the surface of the airfoil and increasing cells by moving away
from the geometry were generated. Each cell may be thought of as
an infinitely small control volume in which the conservation
equations are solved. CFD solution accuracy is determined by the
size of the mesh grid. In this investigation, about 10 000, 107 000,
and 1 500 000 triangular meshes were employed. However, after
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100 000 meshes, it was discovered that the findings did not change
much, therefore this mesh count was used throughout the research.
Furthermore, it can be shown that the mesh metrics are of high quality.

5,010 15.000

Figure 7. Meshed flow domain.

4. After the meshing procedure was completed, the flow domain
geometry was imported into the CFD solution and the boundary
conditions were established, as illustrated in Table 2.

Table 2. Boundary conditions

Boundary Conditions Choices

Simulation Type Steady Simulation
Fluid Air

Flow Type Incompressible flow
Temperature 300 K

Kinematic Viscosity 1.4607x10°° m?/s
Pressure 101325 pa.

Wind Speed 20 m/s

CFD Algorithm SIMPLE

For each simulation respectively;

Turbulent model Spalart-Allmaras, k-¢ and k-®
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Pressure-Velocity Coupling
Least Squares Cell Based
Pressure (Standard) Density
Momentum

Turbulent Kinetic Energy
Specific Dissipation Rate

Pressure: 0.5

Momentum: 0.5

Density: 1.1 kg/m”3

Turbulent Kinetic Energy: 0.75

. Velocity Inlet (20 m/s) and Pressure
Boundary Conditions Outlet (gage pressure: 0)

Mesh Cells Around 100000

Solution Methods

Solution Controls

5. The conservation equations and turbulence models are repeatedly
solved for all cells starting with initial values. For iterations, the
convergence criterion has been set at 10°°.

4. Results and Discussion

The aerodynamic efficiency of the airfoils was evaluated at different
angles of attack. The experimental results were compared to the results
obtained by using Spalart-Allmaras, k-g, and standard k-w turbulence
models.

Figures 8 and 9 show the lift coefficient values for these two airfoil
sections. The stall angle is the angle at which the coefticient of lift decreases
with increasing angle of attack. In Figure 8, for NACA 63-215, while all
models yield near results to the experimental data before stall, only Spalart-
Allmaras approaches the experimental results after stall. In Figure 9, the k-
¢ turbulence model nearly matches the experimental data before and after
stall for NACA 65-421.
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Figure 8. Lift coefticient comparison of NACA 63-215.
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Figure 9. Lift coefficient comparison of NACA 65-421.

Figures 10 and 11 show the drag coefficient values for the various
airfoil sections. In Figure 10, the estimated drag force for NACA 63-215 is
somewhat greater than the experimental data before stall, but lower after
stall. In Figure 11, whereas the other models miss the experimental data
for NACA 65-421, the S-A turbulence model almost captures it before and
after stall.
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Figure 10. Drag coefficient comparison of NACA 63-215.
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Figure 11. Drag coefficient comparison of NACA 65-421.

It we want to enhance aerodynamic performance, we should increase
liftt force while decreasing drag force. When the data in Figures 8, 9, 10,
and 11 are taken into consideration, the lift/drag ratio is determined, as
illustrated in Figures 12 and 13. In Figure 12, for NACA 63-215, while
the predicted findings are closer to the experimental results at 0 and 20
attack angles, all models fail with substantially lower data at 10 degrees. In



Mehmet Bakirci | 84

Figure 13, for NACA 65-421, while all models have far results before stall,

the S-A model has a closer result to the experimental data after stall.

CL/Co Graph
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Figure 12. Lift/Drag coefficient ratio comparison of NACA 63-215.
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Figure 13. Lift/Drag coefficient ratio comparison of NACA 65-421.

One of the ways to understand the properties of flow around an object
is to examine the pressure coefticient graph. The pressure coefficient takes
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values that change from every point on the object to every point. This
coefficient value is obtained by dividing the pressure value (which is the
difference between the static pressure value at a certain point on airfoil
surface and the static pressure value in the free region) by the dynamic
pressure value in the free region. By looking at the graphs showing the
changing values of the static pressure coefficient values according to the
position on the upper and lower surfaces of the airfoil, it is possible to
analyze the magnitude of the lift force and how it changes on the airfoil.
Table 3 shows the pressure coefficient graphs obtained as a result of
computational fluid dynamics analysis. The graphs obtained with Spalart
Allmaras, k-epsilon and k-omega turbulence models for NACA 63-215
and for NACA 65-421 airfoils at 0, 10 and 20 degrees are shown
comparatively in Table 3. The static pressure coefficient has different values
at each point on the solid body surface around which there is flow. For this
reason, static pressure graphs formed on the airfoil are drawn. These
graphs are used to analyse the aerodynamic performance of the airfoil. As
the area of the closed region formed in the static pressure coefficient
graphs increases, the buoyant force value also increases. The static pressure
values at each position at the top of an airfoil section are less than those at
the bottom. Thus, lift and drag forces are results of the pressure difference
of the pressure and suction sides of a body. There is more lift force where
there is less pressure on the top section and more pressure on the bottom
part.

Table 3. Pressure coefficient graphs of the airfoils.
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Table 3 compares the pressure coefficient graphs of the airfoils. The size
of the closed regions between the upper and lower curves on the table
graphs is related to the lift force. This region is greater than NACA 63-215
at NACA 65-421 cross section for all models. As a result, the lift force is
greater. The same thing happens when the angle of attack rises: as the
angle grows, so does the area.

For NACA 63-215, the position of the minimum static pressure
coefficient value on the airfoil is 0.35¢, 0.01c and 0.02¢ from the leading
edge at zero degrees, 10 degrees and 20 degrees attack angles, respectively.
For NACA 65-421, these values are 0.42¢, 0.01c and 0.02c¢ in the same
order. These values are the same in all turbulence models. However, the
minimum static pressure coefticient values were different for both airfoils
and turbulence models. For NACA 63-215, the values found in three
different turbulence models (S-A, k-epsilon, k-omega) are -0.6, -0.6, -0.6
at zero degrees of attack, while these values are respectively. -7, -11 and -
8.8 at 10 degrees of attack values while at 20 degrees angle of attack, -5.4,
-5.8 values were obtained.

For NACA 65-421, the minimum static pressure coefficient values were
-0.9, -0.9, -0.8 at zero-degree angle of attack (S-A, k-epsilon, k-omega)
and -3.2, -3.5, -4 at 10-degree angle of attack and -7.4, -6.4, -6.4 values
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respectively at 20 degrees angle of attack. Although this coefficient is
affected by the angle of attack, it can be said that while the airfoil has
negative values in almost all of its upper surface, it takes positive values in
most of the lower surface.

In relation to the Bernoulli equation, different velocities around the
airfoil generate a varied pressure distribution at each position around the
body. The area on the upper surface rises as the cross section is bent,
increasing the speed of the air traveling through the cross section. In
comparison to the Bernoulli equation, as air velocity increases, pressure
decreases much more.

The change in velocity in the flow around the airfoil can be represented
by the map shown in a different colour. Similarly, the static pressure
change can be shown by the colour change. Red colours represent the
highest values, while blue colours represent the lowest values. Other
colours represent values in this range. Table 4 compares the pressure
contours of the airfoils for the three attack angles. The blue areas on the
tigures in the table show where the static pressure is low, while the green,
yellow, and red sections show where the static pressure is higher than the
blue zone.

Table 4. Pressure contour figures of the airfoils.
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The static pressure is shown in red in Table 4 at the front tip of the
airfoil sections because the flow velocity is zero at this location, as shown
in Table 5, and the static pressure achieves its maximum value. The color
of the region under the airfoil changes from blue to yellow as the attack
angle increases. This variation is perceived as a rise in static pressure, and
hence an increase in pressure differential and lift force.

When the pressure contours are carefully examined, it can be seen that
there are slight differences between the turbulence models and the results.
At zero-degree angle of attack, the minimum static effective pressure value
obtained on the NACA 63-215 airfoil was calculated as -317 pascals in the
Spalart-Allmaras  turbulence model, -325 pascals in the k-epsilon
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turbulence model and -322 pascals in the k-omega turbulence model.
These values were calculated as -493 pascals, -509 pascals and -498 pascals
for the Spalart-Allmaras, k-epsilon, k-omega turbulence models for NACA
65-421 airfoil, respectively. Maximum static pressure values were almost
the same with all three turbulence models; For NACA 63-215, 555 pascals
were obtained with Spalart-Allmaras, while 552 pascal values were
obtained with k-epsilon and k-omega. The maximum (positive) effective
static pressure value obtained in the NACA 65-421 airfoil was calculated as
the same value, 556 pascals, with all three turbulence models.

Considering the pressure contours at 10 degrees angle of attack, the
results obtained with the Spalart Allmaras, k-epsilon, k-omega turbulence
models were as follows, respectively; Minimum static effective pressure
values of -3044 pascal, -2970 pascal and -2430 pascal were obtained in
NACA 63-215 airfoil. The maximum static effective pressure values
obtained in the same airfoil were 563 pascals, 564 pascals and 564.4
pascals, respectively. Although there is a difference in the minimum values,
it is understood that the maximum values are almost the same. Similarly,
for the NACA 65-421 airfoil; The minimum pressure values obtained by
turbulence models were -1800 pascals, -1834 pascals and -2230 pascals,
respectively, while the positive pressure values were 562 pascals, 564
pascals, and 568 pascals, respectively.

While the negative pressure values obtained at 20 degrees angle of
attack were obtained in the same turbulence order (SA, k-epsilon, k-
omega) in NACA 63-215, -4140 pascals, -6720 pascals, -5250 pascals, in
NACA 65-421 airfoil these values were respectively (SA, k-epsilon, k-
omega) -4140 pascals, -5270 pascals, -3450 pascals were determined.
Positive static pressure values, on the other hand, were the same as 567
pascals with all three turbulence models in NACA 63-215, slightly
different values were obtained with three different turbulence models in
the NACA 65-421 airfoil; if expressed in the same turbulence order; these
values were 567 pascals, 558 pascals and 560 pascals.

In general, it can be said that in the calculation of positive pressure
values, very close values are obtained with turbulence models. However,
significant differences were observed in obtaining negative static pressure
values. When the two airfoils are compared, it can be said that there is not
much difference in terms of positive static pressure values, but there are
significant differences in negative static pressure values.
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At the point where the air approaching the airfoil first contacts the
airfoil, the velocity is zero and the static pressure is at its maximum value,
this point is called the stagnation point. The location of the stagnation
points for the different angle of attacks are shown in Figurel4.

T

angle of attack 0 degree angle of attack 10 degree angle of attack 20 degree

Stagnation point position
Figure 14. Position of the stagnation point varying with angle of attack

While the stagnation point is on the leading edge of the airfoil at zero
degrees of attack, it can be observed from the static pressure contours
(dark red zone) that this point is displaced towards the trailing edge at the
lower surface of the airfoil by approximately 5% chord at 10 degrees attack
angle and approximately 10% chord at 20 degrees attack angle.

Maximum velocity of the air particles moving over the airfoil result in
minimum static pressure. The region that has high velocity around the
airfoil changes with angle of attack. This is shown in Figure 15.

/\r—\_?\

angle of attack 20 degree

angle of attack 0 degree angle of attack 10 degree

Maximum velocity region

Figure 15. Position of the maximum velocity region varying with angle of
attack

Finally, Table 5 compares the velocity contours of the airfoils for each
of the three attack angles. The figures show that where flow separation
occurs, the region becomes bluer and darker, and the velocity approaches
Zero.
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Table 5. Velocity contour figures of the airfoils.
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Looking at the velocity contours, it can be easily seen that the velocity
of the air increases as it passes over the upper surface of the airfoil (dark
red areas). At zero-degree angle of attack, the values of the maximum
velocity found by turbulence models (S-A, k-epsilon, k-omega) in NACA
63-215 were obtained as 37.5 m/s, 37.7 m/s, and 37.6 m/s, respectively.
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The same values were obtained for the NACA 65-421 airfoil as the
maximum velocity values of 45.2 m/s, 41.4 m/s, and 41.3 m/s,
respectively. It is seen from the contours that the maximum speed values
increase when the angle of attack is increased to 10 degrees. At 10 degrees
angle of attack, the maximum velocity values for NACA 63-215 in the
order of turbulence models (S-A, k-epsilon, k-omega) are 70 m/s, 68 m/s,
70.8 m/s, while these values for NACA 65-421 are 60 m/s, 56 m/s, 64.4
m/s respectively. While at 20 degrees angle of attack, maximum speed
values of 72.2 m/s, 90.5 m/s, 80.6 m/s were obtained in NACA 63-215 in
the same order of turbulence, while these values were 82 m/s, 77.6 m/s,
76.2 for NACA 65-421, respectively.

It is understood from the speed contours that maximum speed values
occur at NACA 65-421 at low angles of attack, while maximum speed
values occur at NACA 63-215 at high angles of attack. In addition, in both
airfoils, it can be said by looking at the contours that the maximum speed
region shifts from the upper middle region of the airfoil towards the
leading edge with the increase in the angle of attack.

The NACA 63-215 airfoil, with its low camber and thickness, is well-
suited for aircraft wings that require low drag and good lift characteristics,
such as light general aviation aircraft, gliders, and UAVs. NACA 65-421
airfoil, on the other hand, has a higher camber and thickness compared to
NACA 63-215 airfoil, which makes it more suitable for aircraft that
require higher lift, such as transport aircraft and some military aircraft.
This airfoil has also been used in wind turbine blades, where its high lift-
to-drag ratio makes it a good choice for low-speed wind energy
conversion. While these airfoils are primarily designed for subsonic flow
applications, they may still be used in transonic flows with proper design
considerations. However, they are not suitable for supersonic flow
applications.

5. Conclusion

The experimental results were correlated with the estimated coefticients
of lift and drag powers. Both turbulence models before and after the stall
angle indicated a considerable discrepancy with the experimental data, with
the anticipated drag force being greater than the real data.

The static pressure distribution was illustrated on these two airfoils. At
the same angle of attack, it was determined that NACA 63-215 had less
negative pressure on the upper surface than NACA 65-421.
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The main goal of this simulation was to evaluate the different
characteristics of the NACA 63-215 and NACA 65-421 airfoils for the
different turbulence models and with experimental data available in the
literature to determine which model is the most efficient.

The study used the Spalart-Allmaras, turbulence standard k-
turbulence, and standard k-w turbulence models. The basic k-w model is
optimized for boundary layer flows and separation, but it does not reliably
estimate coefficients of lift and drag in the far domain free-stream regions
beyond the shear layer due to the solution's sensitivity to k values and w in
the free flow regions beyond the shear layer. Aside from that, k-w; k-€
exhibits a better agreement with experimental data. However, it loses its
balance following a stall argument. The Spalart-Allmaras turbulence model
is found to produce a more accurate estimation of lift and drag coefficients
in both the pre-stall and post-stall areas when compared to the other
models.

The suitability of an airfoil for a particular vehicle or application
depends on several factors, such as the desired lift and drag characteristics,
the operating conditions, and other design considerations. Therefore, the
selection of an appropriate airfoil should be made based on a thorough
analysis of the specific application requirements. Both airfoils have similar
aerodynamic properties, such as a low drag coefficient and a high lift-to-
drag ratio. However, the NACA 63-215 airfoil has a higher critical Mach
number and is more suitable for high-speed flight, while the NACA 65-
421 airfoil has a higher lift coefficient and is more suitable for lower speed
flight. As a continuation of this study, the aerodynamic performances of
other airfoils can be calculated in a similar way. The lift and drag force
coefficient values of symmetrical cambered airfoils can be compared.

In recent years, significant progress has been made in improving the
accuracy and reliability of CFD simulations for airfoil aerodynamics. One
major area of research is the development of more accurate and
computationally efficient turbulence models, particularly in LES (Large
Eddy Simulation) and DES (Detached Eddy Simulation). Additionally,
advances in high-performance computing and meshing techniques have
enabled more complex and detailed simulations, allowing for better
understanding of the complex flow physics around airfoils.

The future of airfoil aerodynamics by CFD is likely to involve further
advances in turbulence modelling, meshing techniques, and high-
performance computing. Additionally, researchers are exploring the use of
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machine learning and artificial intelligence techniques to improve the
accuracy and speed of CFD simulations. These advances are expected to
lead to the development of even more efficient and innovative airfoils.
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Abstract

The main component of a solar water heating system is the collector. The
absorber plate is another crucial component of the collector. For a more
effective system, the absorber layer should, to the greatest extent possible, be
made of materials with good thermal properties. In this study, in addition
to copper and aluminum, new materials such as pyrolytic graphite and glass
for the absorber plates of solar water heaters are presented. Along with a
performance comparison analysis of the collector utilizing various materials,
the costs of each material are also reported. It was concluded that pyrolytic
graphite provided the best heat transfer. There is different type of pyrolytic
graphite with different thermal conductivity. Calculations, however, show that
even the PG with the highest thermal conductivity (1800/15 W/mK in plane
and in z-direction, respectively) only slightly increases the temperature of the
usable energy. In other words, increasing the thermal conductivity above a
certain level does not improve the performance of the solar panel. Glass is
another material which offers a better performance while maintaining very
low thermal conductivity. Despite having different heat transfer mechanisms
when used as absorbers, pyrolytic graphite and glass can be offered as a new
material for absorber plates because they outperform conventional materials
like copper. In comparison to copper, the efficiency of the collector with the
pyrolytic graphite absorber was found to be 2% higher.
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1. Introduction

Sunlight is an almost infinite resource on our planet [1]. Solar water heater
(SWH) systems harness the sunlight with a solar thermal collector and con-
vert it into heat. Thus, SWHs are environmentally friendly heat exchangers
and run without to minimal operation and maintenance costs. The first solar
water heater was patented in 1891 by Kemp and thereafter, the development
and improvement of SWHs started [2]. Nowadays, solar water heating is
one of the cheapest and resource-efficient applications which supplies do-
mestic hot water [3]. According to Ekramian et al. [4], solar energy is one
of the best alternatives to fossil energy sources. Especially, in developing
countries, often located in sunny regions, solar energy offers great opportu-
nity. Accordingly, SWHs are gaining increasing importance as a sustainable
alternative to conventional energy sources. One of the main components of
SWHs is the absorber plate, and its selection plays a significant role in the
overall efticiency of the system. This study aims to investigate the perfor-
mance of different absorber plate materials and to provide insights into the
design of more effective solar water heating systems.

Flat-plate thermal collectors (FPTCs) are the most studied and used tech-
nology among different SWH systems, because of the simplicity and the
working temperature range suitable for domestic solar water heating as well
as space heating applications. A common size is ImX2mxX0.15m [5]. They
are made with a strong frame, an often-glazed glass front, a solid back and
insulation on the sides and the back. The absorber plate is mostly under the
glass cover since glass transmits more than 90% of the incident short-wave
solar radiation and emits only part of the long-wave radiation emitted by the
absorber plate [6]. Traditionally, flat plate collectors have two bigger water
tubes, called manifolds, at the top and the bottom as well as several thinner
riser tubes that run perpendicular [5]. The tubing allows a heat transfer fluid
(HTEF), often water, to run through the collector.

The absorption and transmission properties of an absorber plate depend
on the material as well as the coating of the plate [6]. Ideally, an absorber
should absorb all incoming radiation and emit no heat back to the atmos-
phere. So, the optical, chemical and structural properties of absorber plates
and coatings have been changed to improve the absorption (in the solar
spectrum or short-wave) to emission (long-wave) ratio [7]. Most absorber
plates are made out of metals like copper, aluminum and steel with relatively
high thermal conductivities of about 50 to 400 W/mK showed an increase
in absorber efficiency with absorber conductivity [4]. However, this depend-
ence is not linear. Even though the thermal conductivity of copper is almost
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twice that of aluminum, the efficiency of the SWH is just slightly better. The
use of corrugated absorber plates that both increase the absorber surface area
and friction are beneficial for efficiency [8]. Lu et al. improved the absorber
plate with a Copper Oxide nano-structure selective coating [8, 9]. Non-me-
tallic materials like engineering [10] and commodity [11] polymers also can
be used as solar absorber plates, especially for un-glazed SWHs. It has been
shown that the absorption and emission coefticients of a polyethene ab-
sorber are about 0.85 and 0.1, respectively, which is quite comparable with
selectively coated solar absorbers with absorption and emission coefficients
of about 0.95 and 0.05 [12].

Efficiency for solar air heaters is found for adding porous material on top
of the absorber plate to create a swirling airflow and avoid thermal boundary
layers [16-18]. Likewise, inserting wire coil into the tubes of a water heating
collector can lead to an efficiency increase of up to 4.5% since it changes the
flow characteristics of the HTF [19]. The effective surface area of a collector
highly influences the collector’s performance. To increase the surface area, he
investigated semi-spherical absorber plates [20]. On top of that, he focused
on collecting not only direct, but also diffuse and reflected radiation to max-
imize collector efficiency [21].

In this study, various materials such as copper, aluminum, pyrolytic
graphite, and glass were tested for their efficiency in absorbing and transfer-
ring heat. The study found that pyrolytic graphite and glass are new mate-
rials that outperform conventional materials such as copper in terms of heat
transfer efficiency.

Additionally; the study also reports on the cost-effectiveness of each ma-
terial, which is a crucial factor for practical implementation. The results
showed that pyrolytic graphite is more expensive than copper, while glass is
relatively cheaper. However, both materials offer better performance while
maintaining low thermal conductivity. This information can help manufac-
turers and designers to select the most appropriate absorber plate material
for their solar water heating systems.

The significance of this study lies in the fact that it provides a better un-
derstanding of the performance of different absorber plate materials, which
can lead to the development of more efficient and cost-effective solar water
heating systems. The use of pyrolytic graphite and glass as absorber plate
materials can lead to significant improvements in the overall efficiency of
solar water heating systems. The findings of this study can also help policy-
makers in promoting the use of renewable energy sources by making solar
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water heating systems more attractive and cost-eftective. In conclusion, this
study can contribute significantly to the development and advancement of
sustainable energy solutions.

2. Thermal performance principles of SWH

When an increase in heat difference between the inlet and outlet fluid
temperature of a solar collector, the system efficiency is increasing. This is
reflected in the efficiency (1) as follows:

2

n="2 1)

The useable energy Q, that heats the fluid inside the collector is included
in the efficiency equation together with the incoming solar radiation /I _,
which is connected to the energy arriving (G=A. I ,) onto the collecting area
(4). The discrepancy between G and Q, results from losses to the environ-
ment, such as radiation and convection, or from heating all collector materi-
als. The mechanism for this heat transfer in the collector is shown in Fig. 1.

Figure 1. Heat transfer mechanism in the collector
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Water is used as an HTE Thus, the usable heat Q,is dependent on the
specific heat of water ¢, and its mass flow rate 11, 1M, as it is shown in

Eq.(2) as [24]:
Qu = Iﬁwcw[To - Tz']' (2>

It was assumed that the bottom and sides of the collector had perfect
thermal insulation in order to make the analytical calculations easier, namely
n.q = 0 with the surface normal 71 and the heat flow g . It was also assumed
that the radiation arriving at the surface strikes perpendicularly. In that case,
the full incoming radiation hits the top surface of the flat-plate collector.
Given that glass has an emissivity of 0.94, where 1 indicates perfect trans-
mission of incoming radiation, the reflection losses are minimal and can be

disregarded.

When the collector surface is hotter than the ambient temperature, ener-
gy will be lost through radiation @,. and convection {_,, if there is an airflow
as well. Furthermore, when heat is conducted through different media, ad-
ditional heat losses occur. They can be imagined as heat resistances R of the
materials and their boundary layers. The thermal resistance of a solid (Eq.3)
depends on the thermal conductivity k, the thickness [ and the surface area
A, of the materials [26]:

R=— (3)

The higher the thermal resistance of a material, the better its insulating
properties. The sum of all thermal resistances, including conductive, con-
vective, and radiative losses, yields the total system energy loss, @; (Eq.4).
Due to energy conservation, these losses are exactly the difference between
the incoming energy and the useful energy in a perfectly insulated collector:

QL =Q;~+Q,;;~+Q,; =E—Q.¢ (4)

Since we assumed perfect insulation of the collector, the useful energy Q,
can be calculated by subtracting the losses from the incoming solar radiation
energy.

The mathematical model of the thermal heat transfer mechanism must be
recorded in order to determine the water output temperature. The incoming
solar energy is split into losses to the environment due to convection (Q_,,)
and surface'rad%atlon (@,.), and some of the remaining energy (@ g)' is stored
by conduction in glass (), and also transmitted to the bottom side of the

glass (@ e) [24]:
G=Q,+Q,+Q,. (5)

cg)
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Q, = a.sg,q[T; -T2 (6)
Q., = hA(T, - T,). (7)
Q, =Quy+ Qe =5;’f[Tg—Tﬂ)+rgQg, (8)

where 44 is the surface area, g is the Stefan-Boltzmann constant, T, is
the ambient temperature, £_ is the surface emissivity, T, is the temperature,
k A is the thermal conductivity coefficient, ! . is the thickness and T, is the
transmittance of glass. The surface convection heat transfer coefficient h,,

depends on the wind speed w1 as [27]:
h, =114+ 57v. 9)
Thus, the energy on the glass is rewritten as;

Ilr][T—T) (10)

by cons1der1ng Eqns. (5-10), the glass temperature (T};) can be deter-
mined from the energy balance.

6=—2L—(T, —T,) + 05, A(T; = T}) + h,A(T, - T,). A1

gli-rg |

A portion (1,7, @,) of the remaining energy (7,@Q, )is subsequently
transmitted onto the absorber layer while the other portion of it (@,,.) is
transferred to water. Writing the energy balance will yield the mean water

temperature (T,,...).

TgQ_g = Q‘I.v‘; + rgr'lr'r'Q_g' (12>
Tg Egi_] [Tg - Tﬁ) = h,A [me - Tg) '
+T9r“:|1r][T _T} (13)

where h, is the convection heat transfer coefficient and 7, is the trans-
mittance of water. The energy transmitted onto the absorber layer will be
stored there by conduction heat transter. The absorber temperature (T, )
can be obtained by using this energy balance;

rr“—g—[T—T)—kA[T (14)

g |J. T ?J‘l".".-':]‘

The output water temperature (T,,,.) can then be determined by consid-
ering the energy balance between usable energy and the energy transferred

to the water from the top and bottom layers as well as by convection;
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by d koA .
= (Tyn = Ty +—fg— (1, - T,) =m,c.(T,—T)
+h, ATy, — T,)- (15)

3. Material selection and simulation design

Similar values and assumptions as in the analytical study (Sect-2) were
used in the simulation. It is based on the finite element method (FEM)
which divides the collector model into multiple small grid elements to solve
separately. The collector model (Fig. 2) is scaled to 0.33 m x 1.00 m to
prevent using more computing power than necessary.

Figure 2. Sketch of the model flat-plate collector
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If the absorber plate is allowed to be placed loosely inside the collector,
it can change in size as a function of temperature without restrictions or
increased pressure [7]. The current study difters from that since it was deter-
mined that water flows through an envelope-like channel between the glass
and the absorber.

The insulation layer of solar water heaters is often made of insulating
wool or foam [13]. In the present study, polyurethane foam is selected as
insulator that is suited to insulate the collector from +130 °C to -40 °C [28].
The top layer of the model collector is made of glass, which is widely used
for solar collectors due to its favorable transmission to emission ratio [8].
The simulations assume that the solar radiation impinges normal to the sur-
face with an irradiance of I_, = 1000 W/m?, as in the ASTM standard [29].

In a study, Shariah et al. found that the thermal conductivity and char-
acteristic factor of a collector from a negatively curved hyperbole that is
asymptotic to 1. Thus, increasing the thermal conductivity up to 100 W/
mK improves the collector’s performance significantly. Whereas, for higher
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conductivities the asymptotic behavior of the function dominates and higher
thermal conductivity only raises the efficiency slightly [30]. Still, we intro-
duce annealed pyrolytic graphite [31] as an absorber material as it could still
increase the efficiency slightly. Additionally, glass was tested as an absorber
plate material even though its thermal conductivity is low. Currently, the
most popular materials for the absorber plate of solar water heaters are made
of copper and aluminum [4].

Pyrolytic graphite (PG) sheets (also commonly referred to as thermal
interface graphite pads or graphite film) is created from a high temperature
sintering process, heating a polymer film to its decomposition temperature
in a vacuum and allowing it to carbonize then graphitize until ultimately
left with a highly oriented graphite material. Graphite’s sheet-like crystals
known as graphene are stacked on top of each other, allowing for extremely
high in-plane thermal conductivity (x-y direction/a-b plane) compared to its
through-plane thermal conductivity (z direction/c plane) [32]. A summary
on comparing the absorber materials used in previous studies in the litera-
ture on solar water heating systems is given in Table 1.

Table 1. Used materials and their properties at 21 °C [8, 23, 33-36].

; Thermal conductivity ; Cost
Material Density [kg/m?
[W/(mK)] YT o)

. . 1050 (in plane x-y)
Pyrolytic graphite (PG) 20 (in z-direction) 1500 3.68

. . 1800 (in plane x-y)
Pyrolytic graphite (PG) 15 (in z-direction) 2170 3.68
Copper sheet (Cu) 386 8930 7.35
Aluminum sheet (Al) 238 2700 2.45
Silica glass 1.38 2203 6.12 $/m?
Polyurethane foam 0.03 30-80 3.68
Water (HTF) 0.58 1000 0.80 $/m*

The PG sheets offer up to five times the thermal conductivity of cop-
per, at only a fraction of the weight. There are numerous advantages of PG
sheets, especially when compared to their metallic counterparts [32]:

* High in-plane thermal conductivity up to 1950 W/mK.
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* Lightweight when compared to its metallic counterparts such as alu-
minum or coppetr.

* Highly anisotropic structure allows for high thermal conductivity
only in the x-y plane.

* Can be die-cut into customizable shapes.

* Oftered with adhesives for fast installation (peel-and-stick attach-
ment).

* Can be laminated with plastics, metals, or foam to improve perfor-
mance.

There are many applications of PG in thermal management as heat sinks,
as thermal interface material and as thermal energy storage material due to
its high thermal stability. PG has been used as a heat sink material due to its
high thermal conductivity. In a study by Wen et al. (37), PGs was used for
the thermal management of a fuel cell system. They found that PGS reduces
the maximum cell temperature and improves cell performance at high cath-
ode flow rates. The temperature distribution is also more uniform in the cell
with PGS than in the one without PGS.

4. Results

In this study, in the analytical and the numerical calculations, copper,
aluminum, glass, and aPG sheet are taken into consideration as the absorber
materials to perform the collector with various absorbers. The Table 2 lists
the materials’ thermal characteristics as well as the weather conditions for
the calculations.

Table 2. The weather conditions and the thermal properties of the
materials used in the collector.

Solar radiation 1000 W/m?
Aperture area of the collector 0.33 m? (1 x 0.33)
Emissivity of glass 0.94
Stefan-Boltzmann constant 5.67 x 10 W/m?K*
Ambient temperature 20°C
Transmittance of the glass 0.97
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Transmittance of water 0.83
Thickness of glass 0.003 m
Wind speed 2m/s

Heat transfer coefficient of water |3000 W/m?K
Water inlet temperature 15°C

Mass flow of water 0.002 kg/s
Specific heat capacity of water 4186 J/kgK
Thickness of absorber 0.005 m

As an example, Figure 3 shows the temperature distribution inside the
panel using a PG (1050/20) absorber.

Figure 3. Temperature distribution in the panel with an absorber made of
PG.
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Table 3 shows the outcomes of stationary analytical and numerical calcu-
lations. Analytical calculations are performed assuming perfect isolation, but
no assumption was made in the numerical calculations. In other words, one
can see the heat transfer in numerical calculations for the collector’s case and
insulator layer (foam) as well.
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Table 3. Stationary analytical and numerical results for the output water.

Absorber material Analytical result, T, (°C) | Numerical result, T, (°C)
Copper 38.54 38.73
Aluminum 38.87 39.04
Glass 39.40 39.50
PG (1050/20) 39.44 39,51
PG (1800/15) 39,46 39,53

Pyrolytic graphite provides the best heat transfer according to time-de-
pendent numerical simulations shown in Figure 4. Moreover, PG (1800/15)
gives slightly higher results to those expected for highly conductive materials
in [30]. In other words, increasing the thermal conductivity beyond a cer-
tain level will not improve the performance of the solar panel dramatically.

Figure 4. Material performance comparison. The legend shows used
absorbers.
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According to the stationary heat transfer calculations, the collector effi-
ciency related to absorber material is given in the Table 4.
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Table 4. The stationary collector efficiency related to absorber material.

Absorber  |Inlet water Outlet water Collector
material temperature (°C) |temperature (°C) efficiency (%)
Copper 15 38.73 64.09
Aluminum |15 39.04 64.92

Glass 15 39.50 66.17

PG 1050/20 |15 39.51 66.19

PG 1800/10 |15 39.53 66.25

*Efficiency is based on the specific study and may vary depending on the design and
operating conditions of the solar water heating system.

5. Conclusion

In this study, new materials such as pyrolytic graphite, glass for absorber
plate of a solar water heater were introduced. A comparative performance
analyze of the collector is done with different materials as well as the costs of
each material is also presented.

The results make the model presented in this study remarkable with re-
spect to absorber plates currently made of copper. Absorber plate made of
pyrolytic graphite rise the water temperature faster and make the collector
efficiency better than conventional materials such as copper and aluminum.
Glass also offers better performance while maintaining a very low thermal
conductivity. This is because longer wavelengths are produced when pho-
tons pass through glass and/or water and lose energy. As a result, long wave-
length photons are trapped between the layers and their energy is transferred
to the water. It is observed that the system’s efficiency is 66% and the water
temperature rises more quickly when both glass and pyrolytic graphite are
used as absorbers.

Another reason that the model may give difterent results than expected
may be due to the more complex computation of the flow properties and the
unusually shaped channels that vary spatially.

It was seen that there is a potential in improving the efficiency of so-
lar water heaters by further material studies. To verify the results from the
analytical calculations and the numerical simulations, a collector prototype
should be built and tested.
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Using of Electric Scooters in the Individual
Electric Vehicle Category to Improve the Life
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Electric Wheelchair Design with Brushless DC
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Abstract

According to the information obtained from the World Health Organization,
more than 1 billion individuals, which corresponds to approximately 15%
of the world’s population, have various disabilities. Dysfunction is seen
in approximately 720 million people in this rate. Similarly, approximately
12.5% of Tiirkiye’s population has various disabilities. Approximately 2.5
million people in this population have a physical disability that requires the
use of manual and electric wheelchairs. In this study; it is aimed to realize a
new engineering-based design for individuals who need the use of manual
or battery powered chairs with motivation supported by technological
development and change. The mobility of the prototype product is provided by
the Li-Ion battery energy transferred to the brushless DC motor. SolidWorks
computer program has been used during the design phase. As a result of
research, development, modification and design studies on electric scooters
and wheelchairs, which are in the category of individual electric vehicles, a
new prototype product has been obtained. The advantages, disadvantages
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and mobility features are emphasized by making comparisons with existing
products.

1. Introduction

Depending on the changing disability definition and classification systems
in the world, data collection criteria regarding the profile of the disabled
in Turkey are also transforming. Questions and information on disability
have been prepared by the “General Directorate of Services for the Disabled
and Elderly” [1]. In the creation of these data, the disability question set,
which has been created by considering the regional studies as well as the
studies, censuses, researches and “Washington Group” recommendations
made within the United Nations (UN) in related fields, has been useful.
The question set in question has been also developed in accordance with the
“International Classification of Functioning, Disability and Health (ICF)”
developed by the World Health Organization (WHO).

The last current research that estimates the distribution of disabled
people on a provincial basis throughout Turkey is the “2011 Population
and Housing Survey” [2]. With the new approaches in the definition and
classification of disability, in the research conducted in 2011, disability has
been defined as follows: It focuses on limitations in functions rather than
medical approach (organ loss, dysfunctions). In the research, disability
is visual, hearing, speaking, learning for peers/performing simple four
operations, remembering/concentration and mobility (walking, carrying,
holding and going up and down stairs).

According to the information obtained from the WHO in 2021, more
than 1 billion individuals, which corresponds to approximately 15% of the
world’s population, have various disabilities [3]. Dysfunction is seen in
approximately 720 million people in this rate [4]. Similarly, approximately
12.5% of Tiirkiye’s population has various disabilities. Approximately 2.5
million people in this population have a physical disability that requires the
use of manual and power wheelchairs [5]. In addition, approximately 2500
people suffer from spinal cord paralysis every year in Turkey [6]. Almost all
of these individuals who have had a stroke lose their ability to walk.

In the literature, the wheelchairs shown in Figure-1 have been developed
to partially meet the living standards and expectations, ability and
transportation needs of individuals with physical disabilities. There are two
types of wheelchairs, which are seen as a tool and used to partially meet the
needs of people who cannot walk or move easily due to a physical disorder
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or disability, such as providing mobility and transportation, increasing their
living standards and meeting their expectations [7]:

e Manual wheelchair,

* Powered (battery) wheelchair.

Figure-1: Wheelchair

Manual wheelchairs, which are based on mechanical mobility and
developed as the first product, are based on human power. Transportation
in the city is very difficult with manual wheelchairs. Manual wheelchairs
are tools that give people the ability to move with muscle power. To look
at the development of the manual wheelchair in the literature, although its
history dates back to 4000 BC [8], it was turned into a product by the
English inventor James Heath in 1750 AC. In 1933, Jennings & Everest
added the foldable feature and turned it into a wheelchair. Choosing a
wheelchair suitable for their physical condition and living standards is seen
as a useful tool to improve the health, social and economic conditions of
people with walking difficulties. The average weight of manual wheelchairs
varies between 9 and 20 kg. The benefits of using a wheelchair for physically
disabled people can be listed as follows:

* It increases the mobility of people to realize the things they cannot
do freely and want to do,

*  Users are provided access to social life by providing access to places
such as schools, shopping, markets and homes,
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¢ It can provide freedom in limited capacity by keeping their own lives
under control with the mobility gained by the users’ muscle power
[9]-

Developed as an alternative to manual wheelchairs, battery-powered
wheelchairs are a technological product. Battery-powered chairs are produced
with a mechanical-electrical-electronic design for the use of people who
have walking difficulties, who cannot walk completely or partially, and who
cannot turn the wheels with arm strength. Considering the development
of battery-powered chairs in the literature, although the prototype product
creation studies could date back to 1916 AC, it was turned into a commercial
product by George Klein after the 2nd World War [10]. In the 2010s, R&D
studies have been carried out on commercial products and battery-powered
chairs that could be controlled by brain signals have been developed [11].
The weight of the electric chairs can start from 35 kg and go up to 85 kg.
The load capacities they can carry vary between 100 kg and 200 kg. Battery-
powered wheelchairs also have some disadvantages such as:

 Difficulty moving on uneven (rough) floors,

*  Unable to fold,

* Covering a large area in the usage area,

 Difficult to transfer with one person due to their weight,

* Some models cannot brake on slopes due to low engine power,
forcing the user to open the handbrake,

* DPossible control lock failure,
* Difficulty in transportation with vehicles in daily use.

In this study, one of the basic building blocks of the prototype product
designed by making technological contribution and difterence is the electric
scooter. Looking at the development of the electric scooter in the literature,
a product that can be steered with an arm and a pedal was developed by
Honda in 1974. In 1996, foldable scooters became available worldwide.
After the 2000s, the use of electric scooters has spread more and more.
They are mobility solutions in individual electric vehicles that are becoming
more and more widespread in the transportation sector such as electric
scooters and electric bicycles. It is foreseen that it will come to the fore
in the formation of new mobility business models such as scooter rental,
pick up from wherever you want / drop off wherever you want. Electric
scooters are among the most popular transportation vehicles of recent times
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in providing short distance transfers within the city. Especially in cities with
a large population and in smart city works, the means of transportation
offered by technology companies to reduce traffic are electric scooters. It
is predicted that the market share of electric scooters will reach 38.6 billion
USD by 2025 [12]. It is predicted that the market share will reach 42 billion
USD by 2030 [13]. According to Mc Kinsey’s global research report, it is
predicted that worldwide “Micro Mobility (micro mobility)” companies will
generate revenues between 150 billion USD and 500 billion USD by 2030.
According to McKinsey’s research report in 2019, 40% of car journeys are
made for distances below 5 kilometers, while electric scooter technology,
which provides short-distance transportation service, has achieved good
success in a short time and reduced car usage [14-16].

It is thought that the advantageous features of the prototype product,
which is expected to be obtained from the research, analysis and test stages
in the study, such as being light, being easily foldable, and being easily
portable, will be effective in the preference of the users. The aim of this study
has been to obtain a multifunctional technological wheelchair by eliminating
the disadvantages of manual and battery powered wheelchairs.

2. Method and Materials

Table-1 shows the number of individuals with at least one disability
in the general population in Turkey by age group and gender. Similarly,
the detailed version of the data in Table-1 according to the nature of the
disability is presented in Table-2. In Table-2, the detailed distribution of the
proportion of the disabled population in the general population is given
[2]. Considering the walking disability category in the table that is directly
related to this study; it seems essential to carry out such a study in this paper.

Table-1: Distribution of the population with at least one disability in the
general population by age group and gender

Disabled Human |Population Ratio (%) | Male (%) | Female (%)
All Age Groups |6.9 5.9 7.9
3-9 23 25 2.1
10-14 21 24 1.8
15-19 23 2.6 2.0
20-24 2.7 34 2.0
25-29 2.6 3.0 2.3
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Disabled Human |Population Ratio (%) | Male (%) Female (%)
30-34 3.2 3.4 3.0
35-39 4.0 4.0 41
40-44 51 4.7 5.6
45-49 6.9 5.9 7.8
50-54 8.8 7.1 10.7
55-59 12.1 9.2 15.0
60-64 16.5 12.3 20.4
65-69 23.0 18.3 27.2
70-74 31.9 26.3 36.3
75 + 46.5 40.9 50.3

Table-2: Distribution of the disabled population in the general population

by disability group
Yo Y 1 _
& b < E g
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= 2 o @ S 3 9] 3 ° — s — 5] )
Ao EES | 2 | 2s = o > 8 = 0
Seeing 14 13 |15 1039000 [478 000 |561 000
Hearing 11 11 |12 836000 |406 000 |429 000
Speaking 0.7 08 0.6 |507000 |278000 |229 000
Walking 33 24 41 12313000 861000 |1 452000
Holding, 41 32 51 12923000 |1136 0001787 000
Carrying
Learning, |, 1.6 2.4 1412000 565000 |847 000
Remembering

The mobility of the product, which is planned to be designed within the
study, is provided by the DC (Hub) brushless motor in Figure-2, whose
power can vary in the range of 250-350W [17, 18]. It is planned to use a
ready-made intermediate product as a motor protection and driving circuit.
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The advantages of the engine preferred in the design in this study can be
stated as follows:

Having high efficiency,

Requiring less maintenance than other engines,
Having a long service life,

Low electrical noise ratio,

Existence of mobile motor capability. In this study, the motor is
placed in the front wheel (Alternatively, the engine can be placed in
the rear wheel).

In addition to the advantages that affect its preference in the market, the
engine also has some disadvantages:

High installation cost,
Confuse controls,
High price,

Requiring external power electronics circuit.

Figure-2: DC HUB motor

It is planned to use 18650 cylindrical type Li-Ion battery cells in 6-8
serial connection configuration during the transfer of energy to the electric
motor [19]. The speed and range level of the motor in the product varies
according to the connection configurations of the electrochemical Li-Ion
battery cells used in the battery block. To give the product a multi-functional
mobility feature, it is foreseen that the battery block should be in the front
of the metal frame that forms the prototype skeleton in Figure-3. The
importance of R&D activities in secondary electrochemical Li-Ion battery
cells, called rechargeable cells, is increasing day by day. In addition to the
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increasing demand for portable electronic devices, the increasing importance
of individual/collective electric vehicles in the transportation sector increases
the importance of Li-Ion batteries day by day [20, 21]. Some of the reasons
why Li-Ion batteries are preferred as a power and energy unit in technological
developments are as follows:

* Long life,

* No memory effect,

* Not require maintenance,

* Some types enable fast charging,

* Having high energy efficiency (= 90%),

e Having energy conversion efficiency,

* High energy-power density (270Wh/It, 220 Wh/kg),

*  Wide operating temperature range (-20, +60 C),

* High safety rates of some species by making different additives.

In addition to the advantages of Li-Ion batteries, there are naturally
disadvantages that should be considered:

*  Medium-high price ratio (Despite its high price, production costs are
decreasing day by day),

* Requiring a protective electronic control circuit in order to take
security measures (Battery management system (BMS) and charge
control based protective electronic circuits).

* Loss of capacity that occurs normally due to long-term use,

* Loss of capacity as a result of overcharge-discharge.

Figure-3: Battery layout

Li-lon Battery
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The prototype product in Figure-4, designed in the study, can be put into
the service of disabled individuals in the form of a wheelchair. Moreover,
it can be offered to individuals without disabilities due to its ability to
transform into an electric scooter and use it while standing. Another
advantage of the design is that it can be used easily on uneven and sloping
floors. The design is more convenient and practical for physically disabled
individuals using wheelchairs compared to battery powered chairs. It also
meets the expectations of individuals better by raising their living standards.
While the design can be turned into an electric scooter by easily attaching
to the wheelchair with mechanisms such as hooks or grippers, it can also
be transformed into an electric scooter that can be used by a normal person
without disabilities by attaching the other standing part of the scooter. On
the other hand, optionally, a seat mechanism with plug-in feature can be
added to use the scooter in a sitting position. It is planned to gradually
control the speed parameter of the prototype in the design and increase it up
to approximately 20-25 km/h. The weight of the power and steering part of
the product is aimed to be approximately 12-14 kg. The carrying capacity of
the product is expected to be in the range of 100-150 kg. It is foreseen that
this weight will provide comfort and convenience in transportation and in
case of being taken to desired places.



126 | Using of Electric Scooters in the Individual Electric Vebicle Category to Improve the Life Quality...

Figure-4: Designed product

3. Conclusion and Discussion

The design, which is seen as a single product, can transform into two
different products and fulfill two different functions as both an electric
scooter and a battery powered wheelchair. On the other hand, it can be
used as four different products. As a result of the design, it is aimed to
obtain a product for the physically handicapped and their families who use
medical devices and apparatus such as wheelchairs, battery powered chairs
and walking sticks. In the battery part, which is the power source of the
product planned to be designed, it was deemed appropriate to use Li-Ion
batteries, one of the components of clean energy and current technology.

An output that is more useful, practical, more efficient, more
environmentally friendly and more suitable for the consumer, raising the
living standards and meeting the expectations of the individuals better has
been achieved for the physically disabled individuals using wheelchairs with
the help of the designed product. While the design can be turned into an
electric scooter by easily attaching to the wheelchair with mechanisms such
as hooks or grippers, it can also be transformed into an electric scooter that
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can be used by a normal person without disabilities by attaching the other
standing part of the scooter. A prototype that is ready for the use of the user
and their family at any time, which offers the opportunity to be transported
by being folded in the trunks of cars in daily use, has been obtained. In the
prototype, which is the subject of the study focused on R&D and innovation,
the opportunity to offer two products (with four different usage options) to
a wide market share has arisen as the biggest innovation element.

As a result, it is aimed to improve the mobility of physically disabled
individuals and to present a common product prototype that can be used by
their families and themselves.
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Chapter 7

GIS-Based Evaluation of Disaster and
Emergency Assembly Areas with AHP in
Local Scale
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Abstract

In an area that is tectonically active and has various fault zones, earthquakes
of varying magnitudes have occurred in our country both in the past
and today. Like in the rest of the world, various analyses and research
are being conducted in our country to eliminate or minimize the loss
of life and property caused by earthquakes. In this study, the locations of
existing disaster and emergency assembly areas in the Ovacik district were
determined and visualized on Google Earth. Furthermore, using Geographic
Information Systems (GIS)-based analysis and weighted overlay method,
a risk classification was conducted. To this end, basic inputs in the GIS
environment, including slope, geology, distance to rivers, distance to roads,
distance to settlements, elevation, distance to fault lines, land use, and
population data layers, were used. Existing collection areas were digitized
and incorporated into this framework as vector layers. The disaster and
emergency assembly area sensitivity map of the study area is divided into 3
sensitivity classes. According to this map; regions of high, middle and low
sensitivity were obtained as 8.35%, 76.23% and 15.42%, respectively. It is
observed that both existing assembly areas are within the high sensitivity
zone. The two existing assembly areas are geologically located within the
Karabiik formation (Teka). Because it contains coal levels, assembly areas on
the Karabiik formation require more detailed field studies and taking field
measures. Apart from this, it has been observed that the existing assembly
areas comply with the other parameters used.
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1. Introduction

Disasters, which are natural or human-induced events that cause various
losses affecting the whole or a specific part of society, disrupt normal life
and activities. One of the most destructive natural disasters is earthquakes,
which are prevalent worldwide and also affect Tiirkiye due to its geographical
location. Earthquakes occur when vibrations generated by fractures in the
Earth’s crust propagate as waves, causing shaking (Ozkilig, 2020). Earthquakes
lead to people becoming homeless due to the collapse or damage of structures,
and shelter becomes one of the primary needs for affected individuals after an
earthquake. The diminishing open and green spaces that individuals use for
gathering and shelter day by day pose a significant problem. The absence of
a well-established open and green space system resulting from unregulated
urbanization nationwide poses a significant risk, especially during earthquakes
and other disasters. Therefore, this issue has started to be addressed within
the scope of disaster management (Aman, 2019). The fact that the issue of
determining the post-disaster assembly and emergency shelter (tent-city) areas
cannot be resolved and that this issue is always left to the post-disaster period
prevents being prepared for disasters. Disaster and emergency assembly areas
are pre-determined easily accessible, adequately sized, and capacity-equipped
safe areas for individuals to feel secure after a disaster.

The determination of disaster and emergency assembly areas, evaluation
of their capacities, and establishment of routes are carried out using
Geographic Information Systems (GIS) in many studies conducted within
the framework of disaster management. GIS allows data integration,
querying, spatial analysis, and network analysis. Timely and eftective post-
disaster response is important in reducing losses. GIS plays an eftective role
in minimizing the potential losses caused by potential disasters (Turoglu
et al., 2010). Geographic Information Systems (GIS) capture spatial data
obtained from various sources such as maps, digital images, and tabular
data, extract specific features from the data, and combine them to produce
new derived maps that are useful for decision-making and understanding
spatial relationships (Carter, 1994). When multiple data need to be evaluated
simultaneously in GIS-based analysis and their impact factors are not equal,
the weighted overlay method can be used. Therefore, not evaluating all
criteria equally will enable more realistic synthesis.

In this study, basic inputs in the GIS environment, including slope,
geology, distance to rivers, distance to roads, distance to settlements,
elevation, distance to fault lines, land use, and population data layers, were
used. Existing collection areas were digitized and incorporated into this
framework as vector layers.
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Numerous studies have been conducted both in Tiirkiye and worldwide
to determine disaster and emergency assembly areas, and it has been observed
that different criteria are taken into account in each study. This indicates
the lack of universal standards and criteria for determining disaster and
emergency assembly areas. In the creation of assembly areas, issues such as
population, accessibility, suitability for disabled and elderly transportation,
unevenness of the land, proximity to structures where basic needs can be met,
secondary hazards, distance from sea, river, liquefaction and fault lines have
been put forward by the Disaster and Emergency Management Presidency
(AFAD) (AFAD, 2023a; Sirin and Ocak, 2020). Despite the existence of
studies aimed at establishing criteria and standards for determining assembly
areas in Tiirkiye, the preferences for these areas are ultimately determined by
the discretion of local authorities. Therefore, this study will contribute to
the establishment of criteria and standards for determining collection areas
specifically in the Ovacik district and the systematic approach to addressing
collection areas through the academic work conducted in the Ovacik district.

2. Study Area

The district of Ovacik in the province of Karabiik located in the region of
Western Black Sea in Tiirkiye. The study area covers an area of 13,165 ha.
The study area is sided by the provinces of Cankiri in the south, Kastamonu
in the east and Karabiik in the west and the district of Safranbolu in the
north (Fig. 1).

Figuve 1. Site position map (URL-1, 2020, Keskin Citiroglu and Avea, 2022).
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Ovacik has a mountainous, forested and rough land structure. Although
there are many small-scale streams that flow in winter and dry up in summer,
the largest stream in the district is Soganli (Melan) river (Ovacik District
Governorship, 2023). There are no industrial facilities in the district
consisting of 42 villages and 1 central neighborhood. There are an electricity-
operated flourmill and small-scale workshops (Ovacik Municipality, 2023).

According to the census based on address records system data of recent
year, the population of the district of Ovacik was 3731 (Turkish Statistical
Institute, 2023). When compared with the population figures of previous
years, it has been observed that there is a continuous decrease in the
population of the district. There are migrations out of the district towards
mainly Karabiik, Istanbul and Ankara in addition to other provinces, and
thus, the population decreases in comparison to previous years (Ovacik
Municipality, 2023). There are two disaster and emergency assembly areas
in the Ovacik district, which is the study area (Karabiik AFAD, 2023).

3. Importance of Assembly Areas after Earthquake

During an earthquake or in the first minutes of an earthquake, due
to the panic among people, there is a need for publicly owned and easily
accessible areas where people can easily notice and move from indoor spaces
to open areas. These areas are defined as assembly areas (Kir¢in et al., 2017).
Assembly areas are the first stage of the evacuation process and serve multiple
purposes in the context of disasters. Squares, open and green spaces, sports
halls, marketplaces, school or public institution gardens are potential use
areas during disasters. Assembly areas are important as they serve as short-
term accommodation areas before transitioning to temporary shelter areas

(Celik et al., 2018).

After a disaster, the first 12 to 24 hours are crucial for disaster victims
to access accurate information. In this environment of panic and chaos, it
is essential not only to provide accurate information but also to ensure the
evacuation and management of people towards safe areas without physical
hazards, timely arrival of response teams at the scene, and prevention of chaos
in the environment. Therefore, it is of utmost importance to determine safe
assembly areas within the city, announce these areas to the public, especially
on a neighborhood basis, assign trained personnel who are familiar with
the community and direct citizens to these areas according to pre-prepared
programs, and ensure the safe transportation of those who have survived the
disaster to secure environments (Ci¢ekdagt and Kirig, 2012). When creating
assembly area criteria, five factors are taken into consideration: accessibility,
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usability and multifunctionality, connection with road axes, property, and

spatial size (JICA and IMM, 2002).

4. Establishment of Decision Criteria

The primary purpose of assembly areas is to reduce or eliminate risks in
order to ensure the safety of individuals during emergencies. The factors
influencing the determination of assembly areas in the Ovacik district center
have been identified through national and international studies. These
factors include slope, geology, distance to rivers, distance to roads, distance
to settlements, elevation, distance to fault lines, land use, and population.

4.1. Slope

The criterion of slope is a factor that affects the accessibility of the assembly
areas during the site selection process. It can contribute to drainage issues
that may cause water accumulation or secondary hazards such as earthquake-
induced landslides and soil erosion. Suitable slopes facilitate pedestrian
access and provide convenience for the establishment of temporary shelters
such as tents and container-like shelters. For pedestrian access, the preferred
areas should have an average slope of 5% and a maximum slope of 8%
(NZ Transport Agency, 2009). According to the Turkish Red Crescent, the
maximum slope for potential assembly and shelter areas is determined as
7%, with a preference for slopes ranging from 2% to 4% (Kilc1 et al., 2015).
Areas with slopes steeper than 25% pose a high risk of mass movement
and landslide hazards and are not suitable for pedestrian access. On the
other hand, areas with slopes ranging from 2% to 8% are considered stable
and safe (Soltani et al., 2014; Soltani et al., 2015). The slope map of the
study area was derived from a 12.5m resolution DEM dataset specific to the
region, using GIS (Fig. 2a).

4.2. Geology

From the bottom to the top, the study area stratigraphically includes
the Ulus formation (Ku), Kiglakdy formation (Tek), Safranbolu formation
(Tes), Karabiik formation (Teka) and the Cer¢en member of this formation
(Tekag), Soganh formation (Teso), Ak¢apinar formation (Tea), Yunuslar
formation (Teyu) and alluvium (Qal). Ulus formation (Ku) consisting of
alternations of claystone, shale, marl, sandstone, limestone, sandy limestone
and conglomerate. The Kiglakdy formation (Tek) has alternations of
marl, sandstone, conglomerate, limestone, siltstone and claystone. The
Safranbolu formation (Tes) starts with a thin conglomerate-sandstone
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layer at the bottom and transitions to layers of carbonate sandstone, sandy
limestone and limestone upwards. The Karabiik formation (Teka) consists
of marl at the bottom layers and alternations of claystone, sandstone and
also thin coal levels upward. The Cer¢en Member (Tekag) of the Karabiik
formation consists of sandstone, conglomerate, claystone, siltstone and
mudstone. The Soganh formation (Teso) consists of limestones and also
marl layers among limestone layers. Limestones have joints and deep karst
structures in the Soganl formation. The Akgapinar formation (Tea) has an
alternations of dolomitic limestone, mudstone, claystone, marl, but mainly
argillaceous limestone. The Yunuslar formation (Teyu) has an alternations
of conglomerate, marl, mudstone, sandstone and shale. Alluvium (Qal)
aged Quaternary consists of sand, gravel and mud sediments developing
on riverbeds, old concavities and flat areas (Timur and Aksay, 2002). As
alluvium has an uncemented and discretely grained unit structure, it is not
suitable for assembly areas. As it contains deep karstic structures, assembly
areas on the Soganl formation, and it contains coal levels, assembly areas
on the Karabiik formation require more detailed field studies. The other
formations in the study area are to varying degrees suitable for assembly
areas provided that detailed research. The geology map of the study area is
given in Fig. 2b (Timur and Aksay, 2002).

4.3. Distance to River

Seasonal changes experienced in streams (floods and increased flow
rates at certain points during the year) and long-term location changes
experienced in the course of streams are among important factors that affect
the locations of disaster and emergency assembly areas. For these reasons,
for disaster and emergency assembly areas to not be affected by floods and
for easy transportation to the assembly areas to be achieved, assembly areas
need not to be too close to rivers (Fig. 2c). The largest stream in the district
is Soganl (Melan) river in the study area.

4.4. Distance to Road

Accessibility has been the most repeated criterion in the determination of
assembly areas location selection criteria. In the event of a disaster, people
must be able to reach assembly or shelter areas safely. It is necessary to plan
as evacuation routes and to be designed according to the rules determined
by the laws and regulations so that the roads are not closed in case of
emergency and allow people to remove. During a disaster, while people flee
from closed areas, chaos occurs in traffic due to the simultanecous movement
of pedestrians and vehicles (ECPFE and OASP, 2002). The distance from
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the building blocks to the assembly areas should be maximum 500 m or
less, and the connection of the assembly areas with the main arteries should
be established and their continuity with the other assembly areas should be
ensured (Cmar et al., 2018). Buffer zones were created to investigate the
effect of the road factor on the assembly areas (Fig. 2 d)

4.5. Distance to Settlement Areas

Another important point to be considered in the selection of assembly
areas is that these areas are far enough away from the buildings to protect
them from the dangers of falling debris, glass, etc. The larger the potential
area, the less likely it is to be affected by the building collapse hazard. As it
gets closer to the center of the assembly area, the rate of being affected by
the danger of collapse of the building decreases. At the same time, it should
be close enough to allow people to reach the assembly areas on foot. Buffer
zones were created to investigate the effect of the residential areas factor on
the assembly areas (Fig. 2e).

4.6. Elevation

When determining assembly areas, it is preferable to choose locations
that are elevated above sea level in order to protect against tsunami and flood
hazards. In order to utilize elevation data in the analyses, continuous data
representing elevation values as surfaces are required, rather than discrete
data that exhibits discontinuity (Demir, 2018). The elevation data for the
study area has a resolution of 12.5 meters. The elevation map of the study
area is shown in Figure 2f.

4.7. Distance to Fault Lines

Distance to fault lines is another determining parameter in assembly
area assessment. In the neighborhoods established on the active fault,
the emergency assembly areas on the faults will not be safe in case of an
carthquake and will also receive the greatest damage (Asikkutlu et al.,
2021). Moreover, there are no active faults in the study area, and the area is
approximately 20 km far from the Northern Anatolia Fault Zone (NAFZ)
(MTA, 2023; AFAD, 2023b; Timur and Aksay, 2002) (Fig. 2g).

4.8. Land Use

Land use is an important factor in determining the most suitable locations
for disaster and emergency assembly areas. It is essential to consider factors
such as the gathering areas not being far from settlements and not being
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established on lands used for agriculture or forestry (Sirin and Ocak, 2020).
In this study, land use was examined under 5 classes as pasture, forest,
irrigated farming, dry farming and residential (MEUT, 2020) (Fig. 2h).

4.9. Population

The size of the assembly area is an important factor for the safety of the
people staying. Evacuation areas should be planned to accommodate a large
number of people after the disaster, so the location should be chosen to allow
faster and more convenient transportation to areas with high population
density in order to take into account the number of people served by the
area (Chu and Su, 2011) According to the census based on address records
system data of recent year, the population of the district of Ovacik was 3731
(Turkish Statistical Institute, 2023). The population map of the study area
has been generated in a GIS environment using the interpolation method
(Fig 21)

Figure 2. Pavameters. (a slope, b geology, c distance to rivers, d distance to
roads, e distance to settlements, f elevation, g distance to fault lines, b land use,
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5. Method

The study utilized Geographic Information System (GIS) technology.
Geographic Information Systems (GIS) is one of the effective methods used
in disaster management and planning studies due to its capabilities in spatial
data management, spatial analysis, and graphical visualization, enabling
query and analysis. The reasons for the effective use of GIS in disaster
management are its role as an efficient data sharing tool, the ability to collect
and share data in the same format from difterent institutions that collect
data in different formats, the ability to keep the data up-to-date, quick data
analysis and providing easy solutions, and the versatility in visualizing data
in the form of maps, graphs, and tables (Arca, 2012).

The Analytic Hierarchy Process (AHP) was used in determining the
relative importance of criteria and scoring the identified potential areas
according to the criteria in the process of creating the decision matrix for
this study. Developed by Thomas Lorie Saaty in the 1970s, the Analytic
Hierarchy Process (AHP) is fundamentally based on pairwise comparisons
and secks to answer the question “Which one?” (Unal, 2011). AHP is a
widely preferred method in comparing, evaluating, ranking, and selecting
alternatives by expressing the relationship between objectives, criteria, sub-
criteria, and alternatives in a complex problem faced by a decision-maker
(Chandran et al., 2005). The most significant advantage of AHP compared
to other multi-criteria decision-making methods is its ease of use and its
ability to successfully handle complex decision problems that encompass
both objective and subjective judgments (Yildirim and Onder, 2015).

In his study, Turgut (2015) mentioned the reasons why AHP is chosen
by many researchers. These reasons include:

a. Not requiring extensive technical knowledge to apply AHP.
b. Some data being created based on individuals’ discretion.
c. Evaluating criteria individually and comparing them pairwise.

d. Having a simple process that allows different individuals with different
opinions to reach a consensus.

e. Applicability to both qualitative and quantitative data.
The pairwise comparison method in AHP involves three main steps:

1. Developing the pairwise comparison matrix: This crucial step in
AHP involves ranking the identified decision criteria. The pairwise
comparison matrix uses a 1-9 scale developed by Saaty (1990).
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Here, a score of 1 indicates equal importance between the two
factors, while a score of 9 signifies that one row factor is much more
important than the column factor it is compared to (Domakinis et
al., 2008). Regarding the other scores, a score of 3 is assigned to
weak importance, a score of 5 represents moderate preference, and a
score of 7 is used for strong importance. Even numbers 2, 4, 6, and 8
are employed when a compromise is needed between odd-numbered
scores (Mai Dang et al., 2011). Additionally, fractional values are
used to indicate that one factor is less important than the matched
factor. The determination of relative importance between two factors
is often established by sending surveys to different experts, requesting
them to compare the relative importance between the two factors
concerning a specific objective (Mai Dang et al., 2011; Hayati et al.,
2013; Lai et al., 2013). In rare cases, this comparison may be defined
arbitrarily (Rozos, 2011).

2. Calculation of Weights: The calculation of weights is done in three
stages. In the first stage, the values in each column of the matrix
are summed. Then, each element in the matrix should be divided
by the sum of its respective column. The resulting matrix represents
the normalized pairwise comparison matrix. The calculation involves
tinding the average of the elements in each column of the normalized
matrix. The obtained matrix involves summing the normalized scores
for each element multiplied by the number of criteria considered.
These averages enable the estimation of the relative weight value for
cach considered criterion.

3. Calculation of Consistency: One of the significant features of AHP
is determining the consistency in comparisons (Yaralioglu, 2001).
To ensure the consistency of subjective judgments and the accuracy
of relative weights, two coefticients are used: Consistency Index
(CI) and Consistency Ratio (CR). The CI value is calculated using
the fundamental eigenvalue A of the pairwise comparison matrix
(Yildirim and Onder, 2015). Therefore, when calculating the A
value, the pairwise comparison matrix is multiplied by the weight
matrix W, and each element in each row is summed to obtain the
column vector D. By taking the ratio of the corresponding elements
in the obtained D column vector and the W weight matrix, the
fundamental value matrix E for each evaluation criterion is obtained
(Equation 1). The arithmetic average of these E values is taken
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to find the fundamental value A (Equation 2), and then the CI is
calculated (Equation 3).

E; =f’v— (=123 ..,n) Eq (1)
_ Yi=1E1
A== Eq (2)
A-n
(== Eq (3)

The consistency ratio (CR) can be determined using the following

formula.

CR_CI
" RI

Here, RI refers to the random index and is dependent on the number
of elements being compared. In the study, since 9 criteria were used, RI
was assumed to be 1.45 (Saaty, 1980).If CR<0.10, it can be stated that
the consistency in pairwise comparisons is at an acceptable level. However,
if CR>0.10, the ratio values indicate inconsistent judgments being made.

6. Findings

The data set components for generating the sensitivity map of collection
areas using AHP include slope, geology, distance to rivers, distance to roads,
distance to settlements, elevation, distance to fault lines, land use, and
population. Firstly, using the AHP algorithm and mathematical formulas
expressed by Saaty (1980) and Mai Dang et al. (2011), weights were
calculated for all factors, and the results are shown in the Table 1.

After calculating the weights of the factors, the rasterized data sets were
combined using the widely used Weighted Linear Combination (WLC)
analysis within the framework of MCDA. WLC is based on the theory of a
true utility function defined by the decision maker’s desired set of possible
solutions (Fishburn, 1967; Triantaphyllou and Mann, 1989). In WLC, all
attribute values of an option are considered, and regular arithmetic operations
such as addition and multiplication are used. In this method, attribute values
and weights need to be numerical and comparable (Triantaphyllou and
Mann, 1989).
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Tablel. Pairwise comparison matvix and weights of pavameters (a slope, b
geology, c distance to vivers, d distance to roads, e distance to settlements, f
elevation, g distance to fanlt lines, b land use, i population)

Parameters |a b c d e f g h i Weights
1 3 5 2 5 9 7 4 2 0.27

b 1 3 1/2 |3 7 5 3 1/3 ]0.13

c 1 1/3 |1 3 2 1/2 |1/5 |0.05

d 1 3 5 4 3 1/2 10.15

e 1 3 2 1/2 |1/4 |0.05

f 1 1 1/3 |1/5 0.02

g 1 1/3 |1/4 0.03

h 1 1/3 |0.09

i 1 0.21

The application of AHP indicates that the most important parameter in
determining disaster and emergency assembly areas has a weight of 0.27,
which is assigned to slope. The second significant parameter is the population
with a weight of 0.21. The less important parameters, in descending order,
are the distance to road (weight: 0.15), geology (weight: 0.13), land use
(weight: 0.09), distance to river and distance to settlement (weight: 0.05),
and distance to fault lines (weight: 0.03). Additionally, the Consistency
Ratio (CR) value is calculated as 0.05. Since the CR value is significantly
smaller than 0.1, it indicates that the weights of the factors influencing the
determination of disaster and emergency gathering areas have been assessed
well. After calculating the weights of the factors, the obtained weights are
applied to the maps, and by combining the maps, suitable areas for disaster
and emergency assembly areas is generated.

The disaster and emergency assembly area sensitivity map of the study
area is divided into 3 sensitivity classes and the spatial distribution of this map
is shown in Figure 3. According to this map; regions of high, middle and
low sensitivity were obtained as 8.35%, 76.23% and 15.42%, respectively.
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Figure 3. Disaster and emergency assembly avea suitability map obtained by
AHP method
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The disaster and emergency assembly area of the study area was calculated
as 1.10 ha in areas with high sensitivity and as 10.03 ha in areas with medium
sensitivity. 2.03 ha of the study area has low sensitivity for the assembly area.
When evaluated considering the location of the existing two disaster and
emergency assembly areas in the study area (Karabiik AFAD, 2023), it is
determined that the assembly areas are located approximately 15 km away
from the faults and about 20 km away from the KAFZ (Seismic Risk Zone),
as well as being 300 m away from the settlement center and located in areas
with a higher population. In terms of disaster and emergency assembly area
sensitivity, it is observed that both existing assembly areas are within the
high sensitivity zone.

7. Conclusions

Due to the sudden occurrence of earthquakes and their potential for
causing significant loss of life, property, and socio-economic impacts, taking
precautionary measures and actions before, during, and after earthquakes
is of vital importance. Among these measures, the identification of pre-
disaster assembly areas and temporary shelter locations is a crucial step in
the preparation phase, considering their adequacy in terms of population at
the provincial, district, and neighborhood levels, as well as their accessibility.

In this study, Geographic Information Systems (GIS) technology was
employed to examine the existing two disaster and emergency assembly areas
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in Karabiik Ovacik district and generate a sensitivity map for new assembly
areas in the future. A comprehensive suitability analysis was conducted,
considering spatial features such as slope, geology, distance to watercourses,
distance to roads, distance to settlements, elevation, distance to fault lines,
land use, and population parameters.

Urban open and green spaces are used as assembly and evacuation areas
during and after earthquakes. Selecting the locations of these areas based
on specific criteria is necessary to ensure the safety of individuals in these
spaces. However, the decreasing availability of open and green spaces used
by individuals for assembly and sheltering purposes after earthquakes poses
a significant problem.

The two existing assembly areas are geologically located within the
Karabiik formation (Teka). Because it contains coal levels, assembly areas on
the Karabiik formation require more detailed field studies and taking field
measures. Apart from this, it has been observed that the existing assembly
areas comply with the other parameters used.
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Chapter 8

Investigation of the Behavior of Steel-Concrete
Composite Structure with Different Design
Properties Under Far-Fault and Near Fault
Earthquake Records

Serkan Etli!
Melek Akgiil®

Abstract

Calculations of earthquake effects can be handled in different ways in current
national or international regulations. It is of great importance to consider the
second-order effects of properties. After the structural modeling, the designs
are completed by using the forces obtained in the section calculations made
by considering the earthquake effects. Deformations due to second-order
effects can cause greater damage in sections. Within the scope of this study,
steel-concrete composite systems, which are produced in Eurocode norms
and have remarkable features among structural systems, have been examined.
The effects of considering the sensitivity coefficient in the Eurocode in the
examinations on the system were evaluated separately in internal and external
frames. Especially in elastic design and force-based designs, the effect of this
coefficient has been evaluated in buildings with different coefficients in this
study. As an example, the number of floors of the studied buildings were
modeled as 8, 10, 13 and 15-storey composite moment-resisting frames.
During the modeling, the sensitivity coefticient was evaluated to be 0<8=<0.1
and 0.1 <6<0.2 in two different intervals. In the evaluations, Nonlinear Time
History analyzes, and nonlinear element and material models were used to
evaluate the nonlinear behavior. To evaluate the behavior of the systems, the
average and maximum values of the interstory drift ratios were carried out.
In systems consisting of exemplary composite moment-resisting frames, it
has been theoretically evaluated that there were important effects of the use
of this coefficient, especially in outer frames.
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1. Introduction

Composite structures designed by combining the superior properties of steel
and concrete together provide effective solutions to the designer during the
design stage. CMRFs can be characterized as one of the most economical
designs in terms of structural behavior and strength characteristics, when
system features and element capacities are considered. The economy required
in this manner is especially important in buildings with a service life in areas
that are likely to be affected by severe earthquakes. During the engineering
design of composite structures for earthquake effects, the high ductility that
steel and concrete will show as expected on the basis of working together on
demand increases the theoretical and practical applicability of the structure in
the face of high energy formation that will result from repeated earthquake
loads. For these structures, which are suitable to be designed as moment-
bearing frames (MRF), the lateral dynamic loads that constitute the main
effect in earthquake forces are mainly met by the flexural strength capacities
of beam and column elements. In this case, the biggest challenge during the
design of such structures is the design of the column elements as composite
elements. When the methods of capacity design principles are applied
under earthquake effects, ductility should be the first determining factor
for the designer in terms of engineering (Elghazouli et al., 2008). When
the previous studies in the literature related to the composite structures
are examined, several studies have been done to examine the parameters
related to the connection points (Hawkins & Mitchell, 1984; Leon et al.,
1998), shear interaction (Caldara, 1998), tloor eftect (Plumier, 2000) and
seismic performance (Miranda, 2012; Thermou et al., 2004). Moreover, in
the previous studies by Denavit et al., the behavior of CEST elements was
examined in detail and the behavior of the structures of CMRFs systems
consisting of these elements was evaluated. Especially after this condition,
which is an important parameter in the calculation of design loads, is
met, ductility, which is the design criterion of the structures planned to be
designed, is provided by the composite columns designed in relation to
the behavior of CMRFs according to the design requirements. Achieving
the goal of proper building design is not always sufficient with simple
techniques used in calculations involving traditional design methods. On
the other hand, it is very important to detail the behavior of the building
elements closest to reality, which will occur with the effect of the forces they
will be exposed to during an earthquake, in the design. The behavior of the
building elements against these dynamic effects is addressed to the building
systems in accordance with the behavior factors specified by the design
codes. These factors, which are included in force-based designs, which is
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one of the traditional design styles, are the values used to reduce the lateral
loads that will occur in the structure (under the effect of earthquake) with
mathematical expressions during the calculation. The “q” behavior factors
specified in European codes are used for this purpose. In addition, to reach
the most sufticient or most accurate validity from these factors in designs,
it is very related to the system features to be designed and the accuracy
of the basic assumptions of the elements in the system. More importantly,
considering the region where the structure will be built, it should not be
forgotten that the structural behavior of the structure under the influence of
different dynamic loads can be quite transitory in the design of the structure,
which also originates from the fundamental properties of the earthquake
loads. (Broderick & Elnashai, 1996; Elghazouli et al., 2008). In many
studies of the structures produced in this type and the structures produced
in the relevant national standards, similar properties are evaluated in the
relevant designs (Etli, 2021, 2022; Etli & Giineyisi, 2020, 2021, 2022b,
2022a; Giineyisi & Etli, 2020).

In this study, CMRFs were analyzed using nonlinear dynamic analysis
(NDA) technique with time-history records (TH) in different properties.
CMRFs were designed as 8-,10-,13- and 15-story according to the Eurocode
seismic design specifications. Moreover, in the seismic design stage, only
0 parameter properties were selected in different range as 0<6<0.1 and
0.1<8=0.2. Therefore, in the seismic design situation there are two cases,
the first one is for 0<0=<0.1 and second one is 0.1<6<0.2. Then, the
CMRFs were divided in two frames according to the position, the frames
were selected as inner and outer frames. Finally, in the study there were four
case and they classified as Case-I is inner frame for 0<6<0.1, Case-II is
inner frame for 0.1<0<0.2, Case-III is outer frame for 0<0=<0.1 and Case-
1V is outer frame for 0.1<6<0.2.

In seismic design stage of all CMRFs, the CMRF were modelled as
elastic elements according to the Eurocode. Then, in the NDA stage of
CMRFs, the CMRFs members were remodeled using distributed plasticity
force-based elements. The NDAs were performed with TH and TH records
were selected in 3 different groups. The groups were created using FEMA
earthquake record classification. Moreover, the earthquake acceleration
was selected based on the seismic design stage spectra parameters. The
parameters of elastic design spectra were selected as Ground-C class and the
carthquake magnitude is greater than 6.5. Then, the TH records groups and
specifications are selected as far-field (FF), near-field without-pulse (NE-ND)
and near field with pulse (NF-P) from FEMA guidelines. Each TH record



152 | Investigation of the Behavior of Steel-Concrete Composite Structure with Different Design...

groups contained 10 TH records. After selection of TH records according
to the given above specifications, TH record were scaled for seismic design
elastic spectra using the Seismomatch software. After that point, the CMRFs
were analyzed using NDA method with FE NE-NDP, and NFE-P type TH
records. The results of NDAs were evaluated in terms of interstory drift ratio
(IDR), roof drift ratio (RDR), base-shear coefficient, base moment, roof
accelerations. The results are presented at the next session.

2. Structural Configuration and Design Procedures

8,10, 13 and 15-story CMRFs were used for the comparison of the seismic
behavior. Regarding the designs of the structures in the study, earthquake
resistant structures were designed with Eurocode-8 (EN 1998-1, 2004) by
using the earthquake spectra obtained with 0.2g peak ground acceleration
(PGA) in these structures whose specific parameters were examined after
design. In the CMRF multi-storey structures designed, the designs were
carried out with multiple compartments and the plan geometries of all
structures were ensured to be the same. The selected plan and the system
facade views of the designed buildings are presented in Figure 1. The
CEST columns were placed every 7 m in the x-direction and y-direction to
maintain the system symmetry. Considering the rigid diaphragm formation
in the floors, the deformations under vertical loads and the ductility capacity
of the beams, the floor thicknesses were dimensioned by considering the
design features given in the relevant design codes. Hollow square section
steel box profiles (SHS) selected from the catalogs published by European
steel manufacturers in composite column elements planned to be used in
CFESTs due to earthquake resistant design, and sections of steel beams to
be used in composite beams were selected. The analyzes continued with
the assumption that there is a complete shear interaction between the steel
beam and the concrete slab at the design stage in the design and strength
properties of the composite beams within the system. During the earthquake
resistant design of the building, a value of 2 kN/m? was chosen for the dead
load in the pavement and spatial partitions in addition to the dead load and
slab weight transferred from the floors. The live load on the floor is used as
3 kN/m? in the calculations. As a result of the analyzes made on the system
under the gravitational loads, the structural elements with sufficient strength
in section properties were selected, and the CMRFs were evaluated in terms
of earthquake resistant designs.
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Fig. 1. Structural arrangement for the 5, 10, 15 and 20 story modelled
structures: (a) Plan configuration and (b) Elevation of moment-resisting
frame
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Considering the Eurocode-8 (EN 1998-1, 2004) conditions in the design
of the structures, high ductility (DCH) systems were selected. Response
spectra are used to calculate the forces transmitted from the ground to
the structure due to the earthquake effect. There are some data needs in
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the formulas included in the recommendations of the standards for these
response spectra. In addition to the PGA values selected in the design of
the structures that are subject to evaluation in the study, the C class soil
was evaluated as the soil type characteristic of the place where the structure
will be built. On the other hand, Eurocode-8 (EN 1998-1, 2004) is also
included in a classification of seismicity, that is, the magnitude f-value of
the earthquake. By paying attention to these situations, type-1 spectrum
calculations were used, considering the seismicity of the location where
the construction activities will be carried out. When the system properties
are evaluated in earthquake resistant structural design for Eurocode-8 (EN
1998-1, 2004), it is considered appropriate to use the modal analysis method
in these structures. In addition, as is known, the section designs that are not
made in accordance with the selected structural behavior coefficient may
cause the structures not to reach the selected ductility value. Therefore, the
guidelines for the relevant ductility conditions for Eurocode-8 (EN 1998-1,
2004) have been considered, and attention has been paid to the suitability of
element sections and behaviors. For multi-span and multi-storey buildings,
5[Ju/[]1 formula is used in the calculation of the proposed behavior factor in
Eurocode-8 (EN 1998-1, 2004). As a result, the behavior factor is obtained
with the mentioned values as 6.5. On the other hand, it has been reported in
previous studies that wind pressure does not have a significant effect during
element sizing in such structural elements (Acun, 2012).

During the earthquake resistant design of the building, the necessary
teatures for the strength capacities of the elements as well as the drift ratio
between the floors and thus the limit values for the stability of the structure
were taken into consideration. After calculating the earthquake forces, the
sensitivity coefficient defined in Eurocode-8 (EN 1998-1, 2004) was used to
reflect the second-order effects and the effects of these effects on the elements
in the design. Economic designs were tried to be used by converging to the
minimum cross-section capacities by using two different group designs, with
the value of the coefficient taken as the basis in the CMRFs designs between
0-0.1 and 0-0.2. The calculation method required for the aforementioned
sensitivity coefficient “0” is as follows:

__ ProgXxdy
T VetXh (1)
Among the parameters in the equation, the cumulative gravity load
for P and the total earthquake shear force acting on the ground level to
the building foundation for V_ are included in the calculations. The story
heights and the values of the offsets of the floors calculated during the design
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are symbolized as h and d, respectively. The design shift value, which is
considered as the limit value during design, is obtained by multiplying the
elastic relative drift and the behavior factor. Another inequality in Eurocode-8
(EN 1998-1, 2004) is given as follows for the evaluation of the story drifts
of the building after calculating the lateral seismic forces:

d Xv<yYXxXh (2)

It is stated that the definition made in the standard for the s value in the
inequality given above is used to reflect the behavior of the non-structural
elements of the building design. Regarding this value, the values given in
Eurocode-8 (EN 1998-1, 2004) are 0.5%, 0.75% and 1.0%. While choosing
these values, it is stated that they are used in structural systems designed
with brittle, ductile and non-structural or insulated elements, respectively.
The integration of the characteristic properties determined in the service
properties and the inter-floor drift properties to this limit state is given as
the value of v, this value is between 0.4 and 0.5. While the y value was used
as 0.75% for the design of the structures designed within the scope of this
article, the v value was chosen as 0.5.

It has been stated that the second-order effects, which are controlled by
the definition of the sensitivity coefticient and symbolized by 8, reach up to
0.2 within the scope of the study for some case studies. Therefore, after the 6
value exceeds 0.1, it should be considered during the seismic design with the
help of a simplified formula given in Eurocode-8 (EN 1998-1, 2004). This
simple formula is considered by multiplying the calculated seismic effects
at the floor level by the factor calculated by 1/(1-8) to be included in the
calculations for the second order effects.

For a design constructed with weak beam/strong column behavior,
the special rule used during the design of composite columns in moment-
transmitting frames after the ductile behavior of beams is provided by section
designs is given below:

MEd = MEd,G + 11 X YOU X ..Q X MEd,E <3>

In the given formula, the moment values for My, ;and M, are given
as calculated after gravity and seismic analysis, respectively. In addition,
Y., value was defined to reflect the material properties and this value was
included in the calculations as 1.25 within the scope of the study. Another
term () value in the expression is calculated as the beam overload factor,

which is calculated with the ratio Mpl R ME 4;and selected to be the smallest
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of the values. The values in the ratio are considered in the calculations as
the plastic moment capacity and the design moment value of the “i*"” beam,
respectively.

Moment frame systems are since the bearing capacities of the vertical
carrier columns are stronger than the beams. Reaching the shear capacities
of concrete beams after bending capacities and trying to provide buckling
formation in steel braces before the columns are basically three important
examples of capacity design. Another general rule used in all frame structure
types in Eurocode-8 (EN 1998-1, 2004) is that the moment strengths of all
columns on a certain joint point must be at least 1.3 percent of the moment
strengths of the beams. This requirement is formulated as follows:

Y Mg = 1.3 X ), M, 4)

Y. Mg and ¥ Mgy, in the given formula are expressed as the total moment
capacity of columns and beams at the same joint, respectively.

For all designed CMRFs, the design analysis is two-step. The first is
the design under gravity loads for the availability limit state (SLS), which
is defined as preliminary analysis. In all designed CMRFs, the maximum
bearing capacity (ULS) design criteria for the seismic ultimate limit state
given in Eurocode-8 (EN 1998-1, 2004) were checked after the SLS design
for an earthquake effect of 0.2g. Ensuring ULS and SLS status is essential.
To obtain the desired and modeled behavior during earthquake resistant
design in CMRF models, CEST columns are welded and rigidly connected
with steel beams at the nodal (Elghazouli et al., 2008).

Table 1. Modal periods and mass ratios of the analyzed frames

T, () | T, () | T, () | U, (%) | U, (%) | U, (%) | T(s)

8stry-1 1.081 | 0.336 | 0.179 | 79.258 | 10.400 | 4.394 | 1.146

10stry-I ~ 1.181|0.372 | 0.202 | 78.911 | 10.134 | 4.186 | 1.254
13stry-I  1.364 | 0.436 | 0.241 | 78.762 | 9.970 | 3.910 | 1.452
15stry-I  1.467 | 0.467 | 0.258 | 78.171 | 10.030 | 3.909 | 1.561
8stry-II  1.344 | 0.404 | 0.206 | 77.749 | 10917 | 4.811 | 1.419
10stry-II. ~ 1.650 | 0.500 | 0.257 | 77.036 | 10.690 | 4.699 | 1.744
13stry-II ~ 1.886 | 0.583 | 0.309 | 77.140 | 10.276 | 4.341 | 1.998
15stry-II 2.118 | 0.649 | 0.340 | 76.347 | 10.372 | 4.421 | 2.242
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Table 2. Member properties of the structure

Beam Column Concrete Steel
8stry-I IPE 500 550X40
10stry-I IPE 550 600X50
13stry-I IPE 600 650X60
15stry-1 HEA 550 | 750X60
8stry-II IPE 400 550X40
10stry-II IPE 400 600X45
13stry-1I IPE 450 650X60
15stry-II IPE 450 750X60

C30 5275

Modal periods and mass ratios of the analyzed frames were presented
in Table 1. In the seismic design of CMRFs, natural vibration periods
of CMRFs were change according to the selected 6 values in the seismic
design stage. According to the 8 value range, CMRFs structures names
were given with 8stry-I, 10stry-I, 13stry-I and 15stry-I for 0<6<0.1 and
8stry-I1, 10stry-II, 13stry-IT and 15stry-II for 0.1<6<0.2. Modal periods of
8stry-I, 10stry-I, 13stry-I and 15stry-I structures are greater than the modal
periods of 8stry-II, 10stry-II, 13stry-II and 15stry-II, respectively. CMRFs
structures has greater member section for the 0<6<0.1 case than in the case
of 0.1<6=<0.2 situation whereas composite members section smaller in the
case of 0.1<6=<0.2 (Table 2). Therefore, CMRFs stiftness decreases in the
case of 0.1<6=<0.2 situation against the 0<8=<0.1 case, so that the periods
of the 0.1<6=<0.2 case CMRFs are higher periods.

Table 3. Design properties of the analyzed frames

W KN) |V, d, 6 a
8stry-1 | 17561.3 97471 00184 |0.0920 |5.2231
10stry-1 |22374.2 1337.03  |0.0192 0.0912 6359
13stry-1 |29765.9 1551.90  |0.0173 |0.0962  |7.1942
15stry-1 |35633.8 172922 00162 | 0.0957 | 8.6876
8stry-1l | 17488.8 922.08  |0.0267 [0.1400  |7.4944
10stry-II |22150.3 96650  |0.0265 [0.1726  |9.9061
13stry-I1 | 29534.2 114414 |0.0239 |0.1766  11.8225
15stry-II |35307.1 120310 0.0228 |0.1929  |16.6806
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Some parameters were calculated at the design stage is presented in Table 3.

These parameters were given with W, ..V,

defined as structure weight, earthquake shear force acting on the floor level,

d, 8 and a, these parameters

design drifts, sensitivity coefticient and the over-strength of column against
the beams. It can be clearly seen from Table 3 that V,_ values of CMRFs
for in the case of 0<6<0.1 greater than in the case of 0.1<6<0.2 ones.
Similarly, 8stry-I, 10stry-I, 13stry-I and 15stry-I structures d_and a values
are greater than the 8stry-II, 10stry-II, 13stry-II and 15stry-II structures,
respectively. This is mainly provided the CMRFs stiftness. Moreover, the
section size of beams is greater size in the 8stry-II, 10stry-II, 13stry-II and
15stry-1I structures, while the column size was similar.

3. Details of numerical modelling

In this section, the properties related to the steel and concrete models
selected in order to obtain a realistic behavior in non-linear analyzes of the
composite beams in which the steel beams working with the column and
slab obtained by using CEST sections are explained. While the structures
designed to be earthquake resistant and inspected by the provisions of
Eurocode-8 (EN 1998-1, 2004) are examined under earthquake forces, the
behavior of concrete in structural elements due to earthquakes in the model
is evaluated by using the model developed by Martinez-Rueda and Elnashai
(Martinez-Rueda & Elnashai, 1997) as the concrete model. considered.
Regarding this concrete material model, it was defined as “con_ma” in the
Seismostruct software and the sample image of the model taken from the
software is presented in Figure 2(a). In the “con_ma” model included in
the software, while the effects of the confinement effect occurring around
the concrete or reinforced concrete were determined, the related effect was
used in the “con_ma” model thanks to the coefficient obtained by simulating
the circular spiral reinforcement. Moreover, in the studies, it is seen that
the data obtained in the experimental and theoretical studies with concrete
filled tubes are higher than the concrete elements surrounded by circular
reinforcements (Choi & Xiao, 2010; Uy, 2001; Xiao & Wu, 2000). Since
the structures were not examined under the influence of earthquake records
after the earthquake resistant structural design, the confinement effect that
will occur in the concrete in the CFST columns is provided by the steel SHS
section used in the outermost part of the element section. The evaluation
of the winding effect is defined using the ke value in the selected concrete
model of the Seismostruct (Seismosoft, 2016) software. The confinement
factor value ke is defined by the ratio between the compressive strength
of the coiled concrete model and the concrete strength obtained by the
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confinement effect. Susantha et al. (Susantha et al., 2001) created some
theoretical calculation methods for determining the load capacities of such
cross-section members, namely CEST members. When the data obtained
from the calculations and models produced using theoretical calculations
and the data obtained from the experimental models are compared, it has
been shown that the necessary convergence has occurred. Susantha et al.
(Susantha et al., 2001) used experimental work on a large number of CEST
clements (with different geometry and other mechanical parameters) and
theorized calculations. The physical and mechanical properties of the CEST
composite column used in the design models obtained are similar or close
to the cross-section properties of the element used in previous studies in the
literature (Etli, 2021, 2022; Etli & Gtineyisi, 2020, 2021, 2022b, 2022a;
Giineyisi & Etli, 2020).

For the material behavior of the sections consisting of steel profiles in
composite beams, information on material models operating under the
effect of elasto-plastic cyclic loads is used in material modeling. This model
is defined as “stl_mn” in Seismostruct software and the software image of
the model is given in Figure 2(b). It is frequently used in the literature as
a material behavior model of steel developed by researchers by examining
experimentally and theoretically by various researchers (Antoniou et al.,
2008; Filippou et al., 1983; G. Monti, C. Nuti, 1996; Menegotto & Pinto,
1973; Shahrooz et al., 1993). On the other hand, there is a need for element
modeling including material models. In the definitions of element behavior,
many force and displacement-based models are mentioned in the literature.
Some modeling techniques are given as defined in the Seismostruct
(Seismosoft, 2016) software, it is known that in these element modeling
techniques, the models of the elements created using steel and concrete
models, show sufficient convergence to the previous experimental results
in the literature when the sections are modeled with fiber elements (Xu et
al., 2018). Experimental data of test samples used in the literature for CEST
(Babaetal., 1995; Huang et al., 2018; Srinivasan & Schneider, 1999; Tomii
et al,, 1977), and material models described above, and many modeled
elements using fiber were examined by researchers (Etli, 2021, 2022; Etli &
Giineyisi, 2020, 2021, 2022b, 2022a; Giineyisi & Etli, 2020). It is stated
that the results of these models, which are examined with the section model
in the Seismostruct (Seismosoft, 2016) software, are obtained converging to
the experimental test results (Boukhalkhal et al., 2019; Bruneau et al., 2008;
Lietal, 2018; Xu et al., 2018; Zhang & Gao, 2019).
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Fig. 2. a) Concrete model and b) steel model schematic view from
Seismostrucrt software (Seismosoft, 2016)

(a) (b)

The models developed for the region, which is defined as the junction
region, have been previously investigated experimentally and theoretically
by researchers in the literature for the junction points of structural steel
elements (e.g., (Kim & Engelhardt, 2002)), reinforced concrete joints
(e.g. (Altoontash, 2004)) and junction points of composite elements (e.g.,
(Fukumoto & Morita, 2005; Kanatani et al., 1987; Muhummud, 2003)).
The port properties of the modified Richard-Abbott Model are included
to simulate the behavior by defining parameters within the Seismostruct
software. The behavior related to this joint point has been programmed
by Nogueiro et al. (Nogueiro et al., 2005) and it is possible to simulate
any possible steel and composite connection in practice (e.g. welded-
flange bolted-web connection, extended end-plate connection, flush end-
plate connection, angle connection, etc.). In the study, CEST elements and
composite beams are modeled using the Modified Richard-Abbott Model to
consider the joints in the behavior.

Seismostruct (Seismosoft, 2016) software was used for nonlinear analysis
of CMRFs consisting of composite columns and beam sections modeled
using fiber section elements. During the analysis, models were used for
composite beams as a complete shear connection between the steel beam
body and the concrete slab (Castro, 2006). Another parameter used in
beams, 1.225 m, is reflected in the calculations as the effective floor width
for inner frame and also 0.6125 m were used at outer frames. In a study in
the literature, Miguel, and Castro (Castro, 2006), Eurocode-4 (EN 1994-
1-1, 2004) and Eurocode-8 (EN 1998-1, 2004) calculated the effective
slab width calculation models. compared. They reported that the models
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of the obtained theoretical data helped to obtain the experimental behavior
with sufficient accuracy. In another study, Castro et al. (Castro et al., 2007)
produced test samples related to the effective slab widths used in composite
beams and presented that their experimental results converged with those
suggested in such codes.

Steel elasticity modulus (E), poisson ratio (v) and hardening coefticient
(w) values of the materials used in element models were taken as 210 X
10* N/mm?, 0.3 and 0.5%, respectively. The cross-sectional properties of
the elements used in the design and the classes of materials used in these
elements are given in Table 2. To summarize these properties, the yield
strength of the structural steels used is S275 and the concrete class used in
all these buildings is considered as C30 (Etli, 2021, 2022; Etli & Giineyisi,
2020, 2021, 2022b, 2022a; Giineyisi & Etli, 2020).

A schematic representation of the modeling of the cross sections of the
composite elements of CMRF structures with the fiber elements in the
Seismostruct (Seismosoft, 2016) software is given in Figure 3. In addition,
these elements are modeled by the “infrmFB”, which is defined as the
inelastic force-based frame element in the Seismostruct software. Columns
and beams designed as composite members are divided into 5 elements.

Fig. 3. Fiberized sections view for (a) CFST columns’ sections, (b)
composite beam section.
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Fig. 4. Model views from SeismoStruct software.

TH records properties given for NDAs of CMRs were given in Table
4. It can be clearly seen that the records properties were properly selected
according to the elastic seismic design spectra. The parameters of V , and
M are the preliminary determination properties for selection and these
parameters of V. were defined as the average seismic shear-wave velocity
from the surface to a depth of 30 meters while the M is the magnitude of

TH record.
Table 4. Details of earthquake records
o = =) v —_ = X %
T I ” 2 g g8 B ElE |83
o < O o 2 I g g = < <= ) ~
Z Bz 2|2 & £ = 2= | 2| 55256
g g & 95} g i g (O &) &
£ | 3 = = MR A
Far-Field Earthquake Record Set
TH-1 0 0.357| 22.8
125 6.5/1976| Friuli, Italy | 425 | Thrust |14.97|15.82
TH-2 270 0.315| 30.5
TH-3 0 . 0.483| 46.8
1111 6.9/1995| Kobe, Japan | 609 Strll.ke 7.08 | 7.08
TH-4 90 slip 0.464| 383
TH-5 0 : _ 0.210| 14.0
1148 7.5/1999 I;"Cieh' 523 Strll.ke 10.56 | 13.49
TH-6 90 urkey sip 0.134| 40.1
TH-7 E B 0.473| 50.1
1485 7.6/1999 (%hT Chi, 1 205 | Thrust |26.00]26.00
TH-8 N arwan 0.507| 46.4
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Table 4. Details of earthquake records (continued)
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TH-9 L Strike- 0.515| 42.5
1633 7.4/1990| Manjil, Iran | 724 i 12.55|12.55

TH-10 T sip 0.497| 50.6

Near-Field Earthquake Record Set
Pulse Records Subset

TH-11 0 Strike- 0.514| 41.6
802 6.9/1989| Loma Prieta | 371 ” 7.58 | 8.50

TH-12 90 sip 0.326| 46.0

TH-13 0 Cape 0.591| 49.3
828 711992 \, dp. 713 | Thrust | 0.00 | 8.18

TH-14 90 €nadocino 0.662| 88.5

TH-15 260 Strike- 0.725|133.4
879 7.3/1992| Landers | 685 i 2.19 | 2.19

TH-16 345 slip 0.789| 28.1

TH-17 90 0.605| 77.5
1086 6.7/1994 |Northridge-01| 441 | Thrust | 1.74 | 5.30

TH-18 360 0.843/129.4

TH-19 E e 0.304| 91.7
1529 7.6/1999 (%h? Chi, 214 | Thrust | 149 | 1.49

TH-20 N alwan 0.172| 66.4

No Pulse Records Subset

TH-21 0 0.702| 66.2
126 6.8/1976| Gazli, USSR | 660 | Thrust | 3.92 | 5.46

TH-22 90 0.864| 67.7

TH-23 0 Cape 1.494|122.3
825 711992 dp. 514 | Thrust | 3.85 |10.72

TH-24 920 €ndocino 1.039| 42.4

TH-25 270 0.753| 77.7
1004 6.7/1994 | Northridge-01| 380 | Thrust | 0.16 | 3.85

TH-26 360 0.932| 76.3

TH-27 0 Strike- 0.645| 56.0
741 6.9/1989| Loma Prieta | 376 1i 0.00 | 6.96

TH-28 90 sip 0.483| 47.6

TH-29 0 Strike- 0.456| 51.4
753 6.9|1989| Loma Prieta | 462 li 0.00 | 8.44

TH-30 90 sip 0.502| 44.5
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Table 5. Details of earthquake records after scaling

No.

PGA _ (8)

PGV __ (cm/s.)

ax

PGA/PGV

Arias Intensity:
(m/sec)

Far-Field Earthquake Record Set

TH-1 0.273 33.8 0.0081 0.757
TH-2 0.246 29.7 0.0083 0.772
TH-3 0.229 22.5 0.0102 1.339
TH-4 0.240 20.8 0.0115 1.056
TH-5 0.257 27.5 0.0093 1.034
TH-6 0.281 57.4 0.0049 1.104
TH-7 0.323 33.3 0.0097 0.973
TH-8 0.374 33.2 0.0112 0.732
TH-9 0.255 33.0 0.0077 1.160
TH-10 0.232 26.3 0.0088 1.332
Near-Field Earthquake Record Set

No Pulse Records Subset

TH-11 0.222 25.9 0.0086 0.654
TH-12 0.224 30.7 0.0073 0.741
TH-13 0.211 27.2 0.0078 1.104
TH-14 0.232 29.1 0.0080 1.239
TH-15 0.304 25.7 0.0118 0.858
TH-16 0.232 23.2 0.0100 0.928
TH-17 0.360 39.3 0.0092 0.484
TH-18 0.358 33.3 0.0108 0.559
TH-19 0.343 30.4 0.0113 0.637
TH-20 0.303 19.2 0.0157 0.946
Pulse Records Subset

TH-21 0.305 31.7 0.0096 0.635
TH-22 0.252 40.9 0.0062 0.842
TH-23 0.268 21.6 0.0124 1.148
TH-24 0.271 35.6 0.0076 0.753
TH-25 0.278 41.1 0.0068 0.963
TH-26 0.227 29.1 0.0078 0.858
TH-27 0.289 31.2 0.0093 0.966
TH-28 0.235 39.5 0.0059 0.548
TH-29 0.238 52.7 0.0045 1.329
TH-30 0.260 49.9 0.0052 1.630
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4. Behavior of example structures

The structural behaviors were compared with the IDR (inter-story drift
ratio). IDR were accepted as a critical design and performance factor in the
literature. The comparation of structures were presented below.

4.1. Behavior of example structures inner frames

For each record in Figure 5 and Figure 6, IDR__and IDR_ values of
the analyzes performed in Case-I and Case-II CMRFs are given. In Figure
4,IDR_ values obtained because of NDAs made using the FE NF-NP, and
NE-P type THs of Case-I and Case-II buildings are presented comparatively.
In this stage of this work, the IDR__ value of structure were investigated
under three different type of TH record as FE NF-NP and NF-P type of
strong ground motion as mentioned above. In this part, the same CMRFs
were divided in three sections in terms TH records used in NDAs, firstly the
IDR _ values were examined with FF type TH, then it’s examined with NF-
NP type TH record and finally it’s investigated with NF-P type TH records.
At the first stage of NDAs, the IDR __ values of Case-I structures with 8-,
10-, 13- and 15-story CMRFs were 21.74% (TH-8, Chi-Chi, Taiwan),
30.77% (TH-9, Manjil, Iran), 18.81% (TH-6, Kocaeli, Turkey), and 6.41%
(TH-5, Kocaeli, Turkey) smaller than the IDR __ values of Case-II structure,
respectively. In second stage of NDAs, the IDR _ values of Case-I structures
with 8-, 10-, 13- and 15-story CMRFs were 25.68% (TH-18, Loma Prieta),
28.9% (TH-12, Gazli, USSR), 33.2% (TH-19, Loma Prieta), and 23.53%
(TH-14, Cape Mendocino) smaller than the IDR_ values of Case-II
structure, respectively. Finally, the last stage for NDAs, the IDR__ values
of Case-I structures with 8-, 10-, 13- and 15-story CMRFs were 24.68%
(TH-22, Loma Prieta), 53.57% (TH-28, Northridge-01), 11.01% (TH-29,
Chi-Chi, Taiwan), and 7.2% (TH-29, Chi-Chi, Taiwan) smaller than the
IDR __ values of Case-II structure, respectively. The maximum desired level
of damage to a structure under specific earthquake design level is expressed
as performance level. Based on FEMA-273 (FEMA 273, 1997) (1997) and
Vision 2000 (“Vision 2000, Conceptual Framework for Performance Based
Seismic Engineering of Buildings.,” 1995) (1995), the performance level
can be divided into seven performance stages which include fully operational,
operational, immediate occupancy, damage control, life safety, collapse
prevention and near collapse. The drifts proposed for these performance
levels are 0.2% for tully operational (FO), 0.5% for operational (OP), 1%
for immediate occupancy (10), 1.5% for damage control (DC), 2% for
life safety (LS), and 2.5% for collapse prevention (CP), and 3% for near
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collapse (NC). In this way, when the Case-I and Case-II structures were
examined in three group type of TH records, the 8-story CMRFs inside
both group structure were reached the IO performance level in the first and
final NDAs stage were examined. Moreover, according to the IDR__ value
of the 15-story CMRFs structures, it is the only structure stayed under the
10 performance level between the Case-II structures for FF and NF-P type
TH records. On the other hand, only the 10-story CMRF reached to the
IO performance level for NF-NP type records, and it is the only structure
between the Case-I CMRFs structure reached only this performance level.

Variation of IDR_ with the story for each earthquake group is given in
the Figure 6. When the IDR  values of Case-I structures are examined for
NDAs with FF type records, the IDR_  values remain between 0.0075 and
0.0093. In NF-NP type NDAs records results, the IDR_values of Case-I
structures are examined, IDR_  values remain between 0.0075 and 0.0093
as same as FF type records NDAs results. Final part of records NF-P types
of NDAs results, the IDR_ = values of Case-I structures are examined, the
IDR  values remain between 0.0075 and 0.0098. The IDR_ values of the
Case-II structures are examined, the IDR_ values remain between 0.0086
and 0.012 for FF type TH records of NDAs, and between 0.0086 and 0.011
tor NF-NP type TH records of NDAs. Moreover, for NF-P type TH records
of NDAs, the IDR_  values stay between 0.0088 and 0.012 (Figure 6).
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Fig. 5 Variation of IDR__ with the story for each earthquake group
according to sensitivity coefficient (8) change in inner frames
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Fig. 6 Variation of the IDR __for each earthquake group according to
sensitivity coefficient (8) change in inner frames
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4.2. Behavior of example structures outer frames

In Figure 7 and Figure 8, the IDR__ and IDR__ values of Case-III and
Case-IV CMRFs were given for each record and also each groups average.
When the Case-III structures NDAs were evaluated for FF type TH records,
the IDR__ values were obtained as 0.00879 (TH-4, Kobe (Japan)), 0.00803

(TH-6, Kocaeli (Turkey)), 0.00710 (TH-3, Kobe (Japan)) and 0.00758
(TH-9, Manjil, (Iran)) for 8-,10-,13- and 15-story CMRFs, respectively.
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Moreover, these IDR _values were obtained smaller than the IDR _ values
of Case-I structures NDAs evaluated for FF type TH records. These TH
records were observed differently for each 8-, 10-, 13- and 15-story structure
in Case-I and Case-III structures. On the other hand, when the Case-1V
structures NDAs were evaluated for FF type TH records, the IDR__ values
were obtained as 0.01079 (TH-3, Kobe, (Japan)), 0.01120 (TH-8 (Chi-
Chi, Taiwan), 0.01062 (TH-10, (Manjil, Iran)), and 0.00958 (TH-10,
(Manyjil, Iran)) for 8-,10-,13- and 15-story CMRFs, respectively. Case-I11
structure IDR__ values smaller than Case-IV structure IDR__ values for
NDAs made with FF type TH records, the difference is 22.8%, 39.6%,
49.5%, and 26.3% for 8, 10, 13 and 15-story CMRFs, respectively. TH-10
(Manyjil, Iran) record were caused IDR__ values for 13- and 15-story CMRF
both of the Case-1V structures. Moreover, Case-111 and Case-I1V structures
IDR__ values shows different trends. Case-III structures shows decrease
until 15-story structures but Case-IV structures IDR__ values increase
at 10-story structure than it decreases continuously. The effective main
earthquake record is similarly the effective component of earthquake records
were changing with the structural seismic design parameters. Therefore,
the component properties of earthquake records were investigated, and
it was observed that the earthquake components where PGA/PGV (peak
ground velocity) greater shows mostly biggest IDR __ values for 10-,13- and
15-story Case-III structures against the Case-IV structures (Table 5). For
the NF-NP type TH records, the IDR__values were obtained as 0.00898
(TH-20, Loma Prieta), 0.00880 (TH-11, Gazli, (USSR)), 0.00783 (TH-
15, Northridge-01), and 0.00761 (TH-12, Gazli, USSR) for Case-III
structures. For the fourth group with same TH records, Case-IV structures
NDAs were evaluated, the IDR__ values were obtained as 0.01084 (TH-
12, Gazli, USSR), 0.01182 (TH-13, Cape Mendocino), 0.00987 (TH-13,
Cape Mendocino) and 0.00999 (TH-12, Gazli, USSR). Case-III structure
has smaller IDR __ values than Case-IV structure for NDAs made with NF-
NP type TH records, the difference is 20.8%, 34.3%, 26.1%, and 31.3%
for 8, 10, 13 and 15-story CMRFs, respectively. In Case-III structures,
the IDR __ results calculated for NF-NP type TH records shows almost a
similar trend against the IDR__ results calculated for FF type TH records.
In Case-IV structures, the IDR__ results calculated for NF-NP type TH
records shows a different trend against the IDR __ results calculated for FF
type TH records. The IDR__ results calculated for NF-NP type TH records
were fluctuating and it reach the max value with 10-story structure then it
decreases and then again it increase 15-story CMRFs in Case-IV structures.
Like the results of the NF-NP group of IDR__, the component properties
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of the earthquake records were investigated, and it was observed that the
carthquake components where PGA/PGV was higher showed the largest
IDR__ values for each Case-III structure against the Case-IV structures
(Table 5).

The last group of TH records is NF-P and the IDR _values were obtained
as 0.00878 (TH-30, Chi-Chi, Taiwan), 0.00836 (TH-27, Northridge-01),
0.00723 (TH-30, Chi-Chi, Taiwan), and 0.00736 (TH-22, Loma Prieta)
for Case-1III structures. On the other hand, when the Case-IV structures
NDAs were evaluated for NE-P type TH records, 0.01092 (TH-30, Chi-Chi,
(Taiwan)), 0.01202 (TH-29, Chi-Chi, (Taiwan)), 0.01088 (TH-29, Chi-
Chi, (Taiwan)) and 0.01018 (TH-30, Chi-Chi, (Taiwan)). Case-III structure
IDR _ values smaller than Case-IV structure IDR__ values for NDAs made
with NF-P type TH records, the difference is 24.4%, 43.9%, 50.5%, and
38.4% for 8, 10, 13 and 15-story CMRFs, respectively. Moreover, when
NDAs were evaluated for NF-P type TH records, it can be clearly seen that
the dominant TH record is TH-29 and TH-30 (Chi-Chi, (Taiwan)) for both
case and it has the lowest in terms of PGA/PGV values (Table 5).

When the Case-IIT and Case-IV structures were examined in three group
type of TH records, the Case-III CMRFs inside group structure were stay
under the IO performance level in all type TH records of NDAs. Moreover,
Case-IV structures according to the IDR _ value of the NF-P type TH record
of NDAs, all structures reached IO performance limit. However, Case-IV
structures according to the IDR__ value of the FF type TH record of NDAs,
all structures reached IO performance limit except 15-story CMRE Case-
IV structures according to the IDR __value of the NF-NP type TH record
of NDAs, almost all structures reached IO performance limit (just 13- and
15-story CMRF values 0.0099) (Figure 7).

IDR  variation with the story for each earthquake group is given in the
Figure 8. When the IDR__ values of Case-III structures are examined for
NDAs with FF type records, the IDR_  values remain between 0.0065 and
0.0081. In NE-NP type NDAs records results, the IDR_  values of Case-IIT
structures are examined, IDR_  values remain between 0.0063 and 0.0080.
Final part of records NF-P types of NDAs results, the IDR__ values of
Case-1IIT structures are examined, the IDR  values remain between 0.0065
and 0.0079. The IDR  values of the Case-IV structures are examined, the
IDR_ values remain between 0.0086 and 0.010 for FF type TH records
of NDAs, and between 0.0083 and 0.098 for NF-NP type TH records of
NDAs. Moreover, for NF-P type TH records of NDAs, the IDR_ values
stay between 0.0085 and 0.0099 (Figure 8).
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Fig. 7 Variation of IDR average along the story for each earthquake
group according to sensitivity coefficient (0) change in outer frames
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Fig. 8 Variation of the maximum IDR for each earthquake group
according to sensitivity coefficient (8) change in outer frames
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The main variable parameter in the sample structures examined in the
study was the change in sensitivity “0” coefficient. After the structural
models were modeled in 3D (all structures are symmetrical), an inner frame
in the middle of the structures and a frame from the outside were selected
and their behavior was evaluated by NDAs analysis. For NDAs, the series
consisting of FE NF-NP and NF-P type earthquake rockers and with 10
records for each group earthquake were used. The related earthquakes were
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matched according to the design spectrum and used in the analysis. As a

result, the behavior of the structures was evaluated using IDR coeftficients
using 4 different frames and 30 earthquake records. According to the data
obtained;

If this coefficient is used in the range of 0<8<0.1, CMRF systems
do not reach the IO limit for all earthquake recording types except
8-story CMRF inner frames.

If this coefficient is in the range of 0.1<6<0.2, if this coefficient
is used in the relevant range, CMRF systems reach the IO limit for
IDR_ for all earthquake recording types except 15-story CMRF
inner frames.

In outer frames, if this coefficient is used in the range of 0<6<0.1,
all CMREF systems for all earthquake recording types fall below the
IO limit for IDR .

In outer frames, if it is in the range of 0.1<6<0.2, this coefficient
exceeds the IO limit for all CMRF systems IDR __in NF-P earthquake
records. In other recordings, 8- and 10-story CMRFs reach the 10
damage point for IDR__, while the remaining 13- and 15-story

CMREF systems reach values very close to the IO limit for IDR

In summary, leaving the 0 coefficient in this range of 0<6<0.1
creates more reliable results for the 10O safety level in earthquakes.
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Chapter 9

Reflection of Industry 4.0 on Logistics
Activities: Logistics 4.0

Beste Desticioglu Tagdemir!

Abstract

The idea of “Industry 4.0” was developed as a result of the industrial industry’s
transition to digital manufacturing. The term refers to a new industrial era
characterized by the combination of automation of production processes, data
exchange, artificial intelligence and the internet. The key goals of Industry
4.0 are to make production processes more efficient, to offer flexibility;, and to
develop a smarter manufacturing environment. The advancements brought
about by Industry 4.0 have had an impact on the logistics sector, along with
many other industries, highlighting the transition to Logistics 4.0. Logistics
4.0 refers to the digital transformation in supply chain management. This
concept aims to make the processes from production to consumer more
efficient, flexible and connected. Logistics 4.0 encompasses a number of
developments involving the use of technological innovations and digital
platforms. In this study, the historical development of Industry 4.0 and
Industry 4.0 are discussed and the components of Industry 4.0 are examined
in detail. In addition, in the study, information about Logistics 4.0, which
has developed with the effect of Industry 4.0, is given. In the study, sample
applications made in logistics activities within the scope of Logistics 4.0 are
presented.

1. Introduction

In order to compete with other firms, boost efficiency and profitability,
and cut costs, organizations are attempting to provide better service by
enhancing their business processes with emerging technology. Technological
developments in the field of industry have been effective in experiencing 4
industrial revolutions until today. The utilization of steam power in machines
brought to the first Industrial Revolution, and the availability of cheap raw
materials and the use of electricity and oil in manufacturing led to the second.
The third industrial revolution has taken place as a result of advancements in
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communication and technology as well as machine automation. The fourth
industrial revolution, also referred to as “Industry 4.0,” has already occurred.

Industry 4.0 refers to human-oriented technologies that integrate with
developing technologies where knowledge is at the forefront. At the German
Hannover Industry Fair, the phrase “Industry 4.0” was first used. Industry
4.0 can be defined as technologies that enable the integration of physical
and digital processes, and the production of products in smart factories
with smart processes and their distribution with smart logistics. With
the technologies brought by Industry 4.0, production will be realized in
a safer and faster way, since information in the processes can be accessed
simultaneously, an immediate intervention can be made in case of any
error during the processes, faulty production will be reduced with the use
of robots and machines, and all processes will be more agile and flexible.
With Industry 4.0, new technologies such as the internet of things, big data
analysis, cloud computing technology, smart factories, 3D printers have
begun to enter our lives.

The logistics sector, along with many other sectors, has been impacted
by the innovations brought about by Industry 4.0, which has highlighted
the metamorphosis of Logistics 4.0. Logistics 4.0 transformation includes
the use of sensors, 3D printers and advanced robots in logistics activities,
and the use of software based on information technologies in the entire
supply chain. Communication, cooperation and coordination between the
stakeholders in the supply chain can be achieved with the digitalization
and process automation brought by Logistics 4.0. Today, companies using
Logistics 4.0 technologies have an advantage over rival companies. In the
coming years, the technologies brought by Industry 4.0 will be used more
widely in logistics activities. This will reduce costs and increase efficiency in
logistics processes.

Logistics 4.0 enables companies to create new networks, automate the
supply chain and be faster in transport activities. This network created by
companies includes containers, warehouse management systems, smart
pallets, ERP software, driverless transportation systems. Logistics 4.0
consists of the internet of things (IoT), cloud computing technologies,
cyber-physical systems (CPS), big data analysis, autonomous robots, 3D
printers, smart factories, augmented reality, wearable technologies, etc. In
this study, the historical development of Industry 4.0 and the innovations
brought by Industry 4.0 are mentioned. In the next stage of the study, the
definition of Logistics 4.0 and its historical development are discussed. The
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Logistics 4.0 components are covered in the study’s last section, which also
includes examples of Logistics 4.0 applications in the logistics industry.

2. Industry 4.0

Two important changes that changed the economic history and ensured
economic development are the agricultural and industrial revolutions.
The change in science and technology over time has greatly affected the
industry and industrial revolutions have occurred. With the industrial
revolution that emerged in England after 1750, machines began to be used
in production instead of hand and body power. Between 1760 and 1840,
the introduction of steam power increased industrial productivity in the iron
and textile industries. The first industrial revolution, known as Industry 1.0,
is defined as the use of steam-powered machinery in manufacturing. After
the industrial revolution that emerged in England, it spread to the USA and
all over Europe, and the welfare level of the countries began to rise with the
increasing production [1].

The technology revolution, also known as Industry 2.0, was the second
industrial revolution, beginning in the second part of the 19th century and
lasting until the middle of the 20th. The expansion of railway networks
and eased access to raw materials were key factors in the 2nd Industrial
Revolution’s birth. Additionally, the second industrial revolution was made
possible by the advancement of technology and the utilization of new
energy sources in industry. In the 2nd Industrial Revolution, steel began
to be used instead of iron, and it was also among the raw materials used in
the production of chemicals. Additionally, the use of oil and electricity as
energy sources in place of steam and coal has begun. These technological
developments have triggered the emergence of mass production. Henry
Ford started using assembly lines around this time to produce the T model
car, which provided the groundwork for mass production [2]. As a result
of these industrial advancements, urbanization and the establishment of
economically robust states both increased. The 2nd Industrial Revolution
first started in America and then spread all over the world, especially in
Germany and Japan.

After the 1970s, the use of automation in production started to become
widespread with the developments in technology. With the end of the cold war,
the whole world has become a common market in the globalization process.
With the effect of this situation, there has been a great change in traditional
production, marketing and sales techniques. With the developments in
communication and technology and the use of automation in production,
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Industry 3.0, which is the 3rd Industrial Revolution, has emerged. In the 3rd
Industrial Revolution, significant developments were experienced especially
in the synthetic products, nuclear energy, telecommunications, agriculture,
informatics, electronics and fiberoptic sectors [3].

In recent years, the phrase “Industry 4.0,” which alludes to the fourth
industrial revolution, has gained popularity. At the Hannover Industry
Fair in 2011, the idea of “Industry 4.0” was applied for the first time to
advance the German economy [4]. Industry 4.0 is a technology-based
production method that aims to meet the needs of the sectors in a fast,
innovative and reliable way with the developing technology. Industry 4.0
is an industrial revolution that integrates the real and virtual worlds, smart
production methods, and the replacement of embedded systems with cyber-
physical systems [5]. Industry 4.0 is based on the production process in
which smart systems, smart factories and other applications emerging with
the development of technology are taken into account. It is thought that
efficiency and production capacity will increase with the implementation of
Industry 4.0.

New technologies have started to emerge as a result of Industry 4.0.
Industry 4.0 consists of internet of things, cloud computing, big data, 3D
printers, smart factories, autonomous robots, augmented reality, simulation,
and cyber security components.

3. Logistics 4.0

In the globalizing world, companies have to develop new strategies to
increase their sales and enter new markets. Today, logistics practices for
quickly identifying and meeting customer needs are among the most critical
activities for companies. Unlike earlier times when the name “logistics”
exclusively applied to transportation-related operations, today’s definition
of logistics includes all actions taken during the manufacturing and delivery
of goods to clients. Logistics covers the activities of allocating, planning
and controlling the necessary resources for the realization of production,
distribution and supply activities. As can be seen, logistics encompasses all
operations from the creation of the product through its delivery to the client.
It is not just concerned with distribution activities. On the other hand,
logistics management offers the management and control of all required
actions, from the creation of the items through the delivery to the consumer

[6].
In the logistics sector, it should be fast, flexible and in a structure that
will increase efficiency in order to meet customer expectations. It is only



Beste Desticiogiu Tasdemir | 183

possible for businesses to meet these expectations with the successtul use of
technology. This transformation, which occurs by using new technologies
in the logistics sector, is called “Logistics 4.0” or “Smart Logistics”.
Advanced information technologies are used in the supply chain, along with
cutting-edge robots and sensors, as part of Logistics 4.0 [7]. It is seen that
companies that have implemented the Logistics 4.0 transformation in their
logistics activities in recent years have gained a great advantage over their
competitors. Therefore, companies attach importance to the Logistics 4.0
transformation.

Figure 1: Evolution of Logistics 4.0 [8]
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Transformations in logistics and supply chain have also been made
possible by changes in information and communication technologies. All
systems are affected by industrial revolutions, technological developments
and changing concepts. As industrial revolutions have progressed over time,
so have the processes utilized in logistics [9]. Logistics 4.0 is a result of the
innovations brought on by Industry 4.0. Industry 4.0 and Logistics 4.0 have
similarities as well as differences.

As with the development of the industry, there were four phases in the
development of logistics. The transformation known as Logistics 1.0 started
at the end of the 18th century with the adoption of water and steam power
in production and transportation vehicles as well as the modernisation of
systems. The carrying capacities have risen and transportation mechanization
has begun thanks to the use of water and steam power on ships and trains
as well as the construction of railway networks [10]. With the use of steam
power in transportation vehicles, rail and sea transportation started to be
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carried out besides the highway [3]. During this period, finished products
are stored in warehouses and the placement of these products is handled
manually. Wheelbarrows are used to transport products to vehicles [11].

As a result of the employment of electricity and oil in transportation and
communication equipment, logistics 2.0, the second logistics revolution, was
born. During this time, the chemical industry saw significant advancements
as well as the beginning of the use of materials like steel, aluminum, and
copper in the manufacturing of machines. In addition to road transport,
important developments were also experienced in steam ship transport and
railway transport in this period. One of the most significant inventions of
this era is the use of steam container ships for shipping. In this process,
logistics equipment working with electrical energy has also been developed.
Forklifts operating with electrical energy have started to be used for placing
the products on the shelves and transporting them inside the warehouse
[12]. With the advancement of freight handling automation, tools for
automatic sorting and warehouses came into use.

Automated production technologies are the foundation of the third
industrial revolution. The most significant technology advancements in
this industrial revolution are industrial robots and numerically controlled
machines (Milling, Turning CNC, etc.) that enable flexible output. With
the development of software like the Warehouse Management System
(WMS) and Transport Management System (TMS) their usage in logistics
operations, the idea of Logistics 3.0 has evolved. These softwares used in
logistics management ensure that the orders of the suppliers can be supplied
in a short time. In addition, with the help of these software, the planning,
routing and scheduling of fleet vehicles can be done beforehand. In the
Logistics 3.0 period, automatic machines and industrial robots started to be
used in logistics activities [13]. In in-production transportation, the use of
automatic moving bands, forklifts and automatic robots with predetermined
routes have become widespread.

Industry 4.0, often known as the fourth industrial revolution, is a
result of the logistics industry’s acceptance of new applications offered by
cyber-physical systems. In technology-based logistics processes, the use of
software-based applications with Industry 4.0 has facilitated the calculation
and communication processes and brought the opportunity to reach all
stakeholders quickly [9]. Logistics 4.0, which makes use of advanced internet
usage and integrates smart products and smart services, is also known as
“smart logistics”. Logistics 4.0 can be defined as a structure that provides
digital management between logistics processes and targets, customers and
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stakeholders in the supply chain [14]. With the transformation brought
about by Logistics 4.0, traditional tools and devices with fixed functions
have started to be replaced by software-based machines that will adapt to the
needs of the user, have a flexible structure and can easily add new functions.
In hardware-based devices, the technology is used until the device wears
out without being renewed, while in software-based machines, the machine
is developed by integrating the developing technology with the software,
increasing the performance and life of the machine.

It is feasible to improve customer happiness, lower production costs,
optimize production, and boost storage and transportation process efficiency
by utilizing the transition brought about by Logistics 4.0. In Logistics 4.0,
hardware-oriented logistics systems have started to be replaced by software-
oriented smart logistics systems [9].

The innovations and technologies used by Logistics 4.0 and Industry
4.0 are similar. Logistics 4.0, as in Industry 4.0 transformation, consists of
IoT, digital transformation, autonomous robots, big data analytics, CPS,
cloud computing systems, augmented reality, smart factories, 3D printers,
wearable technologies, etc.

4. Technologies Affecting Logistics 4.0

With the effect of developing technology, the logistics industry is also
in a great change. Innovation and technology have significantly affected
the future of logistics. Innovations such as the internet of things, big data
analytics, cyber-physical systems, autonomous robots, 3D printers, and
wearable technologies that Industry 4.0 has added to our lives have also
contributed to the development of logistics activities by being adapted to
the logistics industry. The applications of various technologies that have an
impact on the logistics sector are covered in this section.

4.1. Internet of Things (IoT)

The Internet of Things is one of the brightest technologies that has
entered our lives with Industry 4.0 and can be applied in many areas
with the developing technology. It is a technology that makes it possible
for network-connected things to communicate with one another and be
controlled remotely. Internet of Things technology is briefly shown as “The
IoT”. Technically speaking, the IoT is a grouping of physical objects that link
with the software of mechanical, electronic, computer, and communication
systems to enable data transfer over the internet. This technology, which
provides machine-to-machine communication, is being applied in many
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areas today and continues to develop. It is thought that the following
advantages will be achieved with the more widespread and active use of IoT
technology in production and logistics:

* Managers at every stage of production will be able to intervene
immediately in case of any problem by using smart communication
tools.

* It will be possible to follow the supply chain with the labels or sensors
placed on the products or objects.

*  With the increase in the use of machines and robots, there will be less
need for human resources in production.

e  When smart devices are used in the internet of things, there will be a
decrease in infrastructure and energy costs.

e The income and profits of the companies will be increased.

The IoT technology ensures that not only objects, but also people,
data and processes are in continuous communication without interruption
[15]. With the RFID tags, barcodes and sensors placed on the products,
all transportation and distribution activities from the starting point of
the products until they reach the customer can be monitored IoT-based
distribution systems make the supply chain more productive and efficient
while also empowering managers to make decisions more quickly and
accurately. [16].

With the development of international trade, the logistics sector has
become more complex and new technologies have been needed in the
logistics sector. Utilizing IoT technology in the logistics industry allows for
more effective and efficient management of tasks including inventory and
warehouse management, resource management, fleet management, and order
management [16]. In addition, the IoT can be used in the logistics sector
in the tracking and control of vehicles, communication and information
management in subjects such as fleet management, road condition, smart
parking and road safety. Activities like storage, transportation, and stock
management will be transformed throughout the process from the stage of
production to the delivery of the product to the client with the application
of IoT in the logistics industry. It will be ensured that all activities in these
processes can be monitored and controlled [17].
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4.2. Big Data Analytics

Today; it is possible to access a lot of data over the internet. However,
among these data obtained, there are data that create information pollution
and it is thought that it is difficult to extract the desired information from
these data. Big data is a term used for databases that are growing and
becoming difficult to manage. The difficulty of managing this data is due
to the variety, volume and speed of the data [12]. Since the data that can be
accessed over the Internet is very diverse and abundant, various software and
applications are used to obtain the desired data. Big data is defined as data
that can be collected, stored, analyzed, and managed beyond the capability
of database management systems and software tools. Big data records
every single action that each user makes on the internet. Big data analytics
continuously evaluates organizational strategies and activities carried out
in production, and examines technologies, skills and practices that will be
effective in creating business planning [18].

Big data is applications that reach and combine many different data and
make it possible to make decisions with this data. Big data brings together
many different data and is effective in decision making, as well as providing
advantages in reducing costs and improving product and service flows. It
is intended to boost efficiency, lower mistake rates, and increase flexibility
through the analysis of big data [19]. Big data applications in the logistics
sector have gained great importance in recent years. RFID readers, sensors,
logistics software, transportation management systems, etc. generate large
amounts of data. In addition, social media data has also affected logistics
activities in recent years. Big data is used in determining the routes of the
vehicles, in shift planning, in the selection of warehouses, etc., in address
verification. In addition, customer preferences are positively affected by
creating personalized opportunities with the analysis of customer habits
with big data analysis [20].

4.3. Cloud Computing

Cloud computing systems are the provision of data related to information
systems from third parties. Cloud computing services refer to the computer
model that provides access to the desired data over the internet at any time
by using storage devices, cloud centers and applications shared over the
cloud [21]. With cloud computing systems, applications in the cloud can be
run over the internet with a remote drive or the user’s data can be accessed
from a remote drive at any time. Cloud computing systems provide the
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opportunity to access the data previously stored on the cloud at the desired
place and time.

Today, many companies serving on a global basis store their data in cloud
computing systems that allow access from different places. Thus, it is possible
to quickly access the desired data at many difterent points. Cloud computing
systems can be thought of as a transformation rather than an innovation.

Cloud computing applications are also used in the logistics sector.
There are numerous supply chain participants in the logistics sector. Cloud
computing platforms make it possible for supply chain participants to
collaborate for the least amount of money. With cloud computing systems,
it enables them to create logistics collaborations without incurring any cost
to software, hardware and data warehouses with information technology
resources. With cloud computing systems, any problem experienced in
activities such as logistics, transportation and storage can be solved quickly
[16]. With the application of cloud computing systems in the logistics
sector, previously manual operations have become possible with automation
systems, and with the use of automation systems, costs have decreased and
productivity has increased [22].

It is feasible to receive, store, and safeguard logistical data using cloud
computing technologies. In order to support logistics operations, it also
offers the processing and analysis of logistics data. Thus, cloud computing
benefits from logistics software exchange for planning logistics operations,
determining the routes of vehicles [21].

4.4. Cyber-Physical Systems (CPS)

Cyber physical systems (CPS) are one of the indispensable elements of
smart systems. CPS are all the devices and systems that enable communication
and cooperation between the virtual and physical worlds. CPS provides
bidirectional flow between decision and production systems in production
engineering [9]. CPS are systems that enable the interaction of both
people and objects by integrating new methods and software and physical
capabilities. CPS also provides the opportunity to carry out activities to
make calculations, monitor and control transactions by connecting with the
physical world and adapting to developing technologies. CPS uses sensors
and actuators to link the real world to the digital one. [3]. CPS consists of
tive key stages:

1. To ensure the integration of the virtual world and the physical world.

2. Creating a system of easily adaptable systems in a dynamic structure.
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3. To create systems that can easily adapt to change.
4. Working together with distributed control systems.
5. Establish comprehensive human-system cooperation.

CPS consists of two components, a network consisting of an object or
systems connected to each other over the internet, and a virtual environment
with computer-generated simulation of behaviors. The most important
teature of CPS systems is that they can be activated in a short time by using
technology for events that can hardly be noticed with human skills. Since
CPSs are connected to the internet, they can access the data very quickly and
process and use this data quickly. CPS forms the basis of Industry 4.0 with
IoT technology.

CPS ensures that the value chain, production and logistics activities
are carried out simultaneously, ensuring the coordination between them,
increasing the performance and quickly finding solutions to variable dynamic
situations. CPS is widely used in enterprise resource planning [23].

4.5. Autonomous Robots

The internet of things, smart sensors, technological developments in
integrated systems have been influential in the development of autonomous
robots that are completely computer-controlled. Autonomous robots
can perform their functions automatically without the need for human
intervention by using technologies such as sensors, remote sensing, and the
internet of things. For a device to be considered a robot, it must first be
autonomously controlled. Today, robots can perform their movements by
sensing physical quantities such as sensors, light, heat, current, magnetism,
speed, which can operate under different conditions.

Autonomous robots provide flexibility in production and support the
transition to smart manufacturing. With the increase in the use of robots in
the industry, it is expected that the robots will adapt to flexible working, the
use and calibration of robots will become easier, the development of robots
that will adapt to production activities, the prices of robots will decrease
[10]. Autonomous robots select, package, test, manufacture and install
faster and more efficiently than human power. With the increase in the use of
robots in production, automation will increase and there will be a decrease
in human error rates.

Autonomous robots are frequently used in logistics activities such as
transportation, storage, labeling, packaging and handling. In logistics
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processes, autonomous robots are mostly used in warehousing activities. In
addition, with the use of automatic racking, RFID and sensor technologies
in warehouses, the use of autonomous robots in warehousing activities has
become widespread [14].

4.6. 3D Printings

3D printers are devices that can take computer-generated data and turn
it into manipulable, three-dimensional things. 3D printers are a technology
that creates 3D objects with a layer-by-layer material arrangement designed
by using computer aided drawing software. In this method, various
materials are printed in sequential layers on top of one another. After any
tool, object is designed, the concrete version of this design can be made in
three dimensions with the help of 3D printers. The prototype of the product
designed with 3D printers can be produced quickly. Thus, it is ensured that
the products are brought to the market more quickly [24].

3D printers play an active role in logistics and supply chain. 3D printers
can be decisive in choosing a production center or warechouse location. 3D
printers allow production centers to be located close to strategic markets,
reducing overall costs and transportation costs [25]. In addition, 3D printers
are also used in the production of spare parts. By producing the spare part
with 3D printers when needed, it provides savings in both storage and
investment costs. With the development of e-commerce, companies have
started to switch to the same time delivery approach instead of same day
delivery. With 3D printers, the product requested by the customer will be
produced and delivered quickly. Thus, superiority will be achieved over rival
companies and there will be a decrease in transportation and storage costs
[10].

4.7. Smart Factories

New production innovations have been used to launch each industrial
revolution. Industry 4.0, on the other hand, has been realized with the
widespread use of machines with automation in production. In smart
factories where production is carried out using automated machines, sensors
and robots, there is a decrease in the workforce needed. In addition, less
faulty production is made in the production carried out with machines with
automation. In order for smart factories to work eftectively, it is possible to
use the internet of things technology and sensors without any errors. Smart
factories increase efficiency and adapt to flexible production.
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In Logistics 4.0, logistics activities will be carried out using autonomous
vehicles. Ordering the needed product with autonomous robots will increase
efficiency in warehousing and logistics activities. Future production will
utilize smart factories, which will result in smart logistics applications [14].

4.8. Wearable Technologies

All types of clothing and accessories with built-in computers and cutting-
edge technology are considered wearable technologies. Wearable technologies
provide control of machines/devices by taking dynamic, instant interaction
with employees and operators. This technology provides the interaction
between the virtual world and the real world. Smart watches, RFID readers,
sensor gloves, glasses, headphones, belts, pens, shoes are used as wearable
technologies. These objects are not only light and easy to use, but also do
not hinder the movements of the operator [26]. Wearable technologies do
not hinder the ability of the staff to use both hands, allowing them to work
efficiently.

Wearable technologies, which are especially used in packaging, storage
and transportation activities in the logistics sector, are integrated into
business processes, increasing efficiency and being effective in reducing costs.
For example, the staff working in the warehouse can access all information
from the barcode on the product, pallet or equipment with the barcode
reader glasses they wear, or the inventory can be processed by determining
the location of the product while the vehicle is being loaded. As you can see,
wearable technologies increase productivity by speeding up work.

4.9. Augmented Reality

Augmented reality is the images projected from computers in detail
with image, sound, graphics, video and GPS data to our environment. This
technology enables the simultaneous merging of the physical world and
the digital world by using virtual images, graphics, wearable technologies,
cameras on computers and smartphones. Augmented reality applications are
encountered in many sectors today.

Augmented reality technology is frequently used in the logistics sector.
In the field of logistics, where the shelves will be placed in the warehouse
setup, which equipment will be placed where, and the routes of the vehicles
can be determined with augmented reality technology. Augmented reality
applications ensure that the risks and dangers that the personnel may
encounter can be determined in advance, and also prevent occupational
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accidents [10]. In addition, the use of this technology provides the reduction
of errors, flexibility in production, and an increase in working speed.

5. Conclusions

Nowadays, it is getting harder and harder to compete with the productions
made using traditional methods. Therefore, the developing technology in
every field should also be effective in the industry. With the use of new
applications and automation that emerged with the developing technology
in the industry, Industry 4.0, which is the 4th Industrial Revolution, took
place. With Industry 4.0, IoT, big data analytics, CPS, cloud computing
autonomous robots, augmented reality Technologies, 3D printers have
started to be used.

Supply chain management and logistics management have both been
impacted by developments in information and communication technology
with Industry 4.0. The concept of Logistics 4.0 has evolved as a result of the
application of new technologies introduced into our lives with Automation
and Industry 4.0 in the logistics industry. Like Industry 4.0, Logistics 4.0
creates integrated solutions that enable the integration of new information
technologies with logistics processes. Logistics 4.0, which consists of similar
technologies used by Industry 4.0, consists of technological components
such as big data analytics, IoT, CPS, RFID technology, cloud computing,
autonomous robots, augmented reality, 3D printers.

When Logistics 4.0 is successfully implemented, the logistics process of
the product takes place fluently. The success of the companies in the logistics
processes provides a more efficient working environment between the
customer and the supplier, the manufacturer and the wholesaler. In addition,
the use of these technologies reduces costs and is effective in reducing
errors in processes. With Logistics 4.0 applications, oil consumption is also
reduced, thereby reducing the carbon footprint.

In this study, the industrial revolutions that occur with the reflection of
technological developments on the industry are mentioned and Industry
4.0, which is the 4th Industrial Revolution, is discussed in detail. The
technologies that came into our lives with Industry 4.0 have had an impact
on numerous industries, including the logistics industry, and they have
also revealed applications for Logistics 4.0. In this study, the components
of Logistics 4.0, which started to be implemented with Logistics 4.0, are
explained and information is given about the technological developments in
the logistics sector and the new applications that have emerged. However,
with the developing technology, new applications, software and technologies



Beste Desticiogiu Tasdemir | 193

are applied in the logistics sector. In future studies, it is thought that it would
be appropriate to develop the literature by considering new applications in
the logistics sector in detail.
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Chapter 10

Increasing the Efficiency of Composite Materials
Manufacturing Productivity by Using Artificial
Intelligent Methods
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Onur Denizhan?

Abstract

The manufacturing of composite materials plays a vital role in various
industries due to their exceptional properties, performance and lightweight
characteristics. However, the manufacturing process of composite materials
involves numerous complex and time-consuming tasks, resulting in reduced
productivity and increased costs. Additionally, there is a continuous
need to improve the efficiency and productivity of composite materials
manufacturing processes to meet the growing demands and ensure cost-
effective production. Artificial intelligence (AI) has the potential to greatly
impact the development, design, and use of composite materials. In particular,
it can play crucial role in enhancing efficiency and productivity within the
manufacturing process. Artificial intelligence offers various techniques and
algorithms that can optimize different aspects of the manufacturing process,
including predictive maintenance, real time monitoring and control, process
parameter optimization, quality control, material characterization, and
design and development. By leveraging artificial intelligence, manufacturers
can achieve improved productivity, enhanced product quality, reduced waste,
and decreased downtime. The utilization of artificial intelligence methods
in composite materials manufacturing holds great potential for positioning
companies at the forefront of innovation and competitiveness in the industry.
This chapter explores the application of artificial intelligence methods to
increase the efficiency of composite materials manufacturing productivity.
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1. Introduction

Composite materials have gained significant importance in various industries
due to their exceptional properties such as high strength, lightweight,
corrosion resistance, and design flexibility. However, with the increasing
demand for composite materials, there is a growing need to improve
manufacturing productivity and efficiency to meet market requirements
and maintain a competitive edge. In recent years, artificial intelligence
(AI) methods have emerged as powerful tools to optimize and enhance the
manufacturing processes of composite materials.

Artificial intelligence, a branch of computer science, focuses on
developing intelligent systems capable of performing tasks that typically
require human intelligence. By leveraging Al algorithms and techniques,
manufacturers can harness the power of data analytics, predictive modeling,
real-time monitoring, and optimization to significantly improve productivity
in composite materials manufacturing. Following the most recent articles
are some examples of the AI algorithms with the composite materials
manufacturing: Denizhan [1] provides valuable insights into the integration
of artificial intelligence (AI) with engineering design, highlighting the
collaboration between computer science and other engineering fields. Okafor
et al. [2] present a comprehensive review focusing on machine learning-
aided design of hybrid and reinforced polymer composites, covering Al
applications in material and process selection. Fahem et al. [3] conduct
experimental and numerical studies on Glass fiber Reinforced Polymer using
the artificial neural network-enhanced Jaya algorithm, exploring material
prediction and finite element methods. Saleh et al. [4] compare response
surface methodology and artificial neural networks for optimizing the
mechanical properties of magnesium matrix composites. Stergiou et al. [5]
provide a literature review on the utilization of AI methods for property
prediction and process optimization in material science. Singhal et al. [6]
simulate the mechanical properties of stir cast aluminum matrix composites
using artificial neural networks, comparing the results with experimental
data. Natrayan et al. [7] investigate the optimization of filler content and
size in various composite materials by combining Taguchi methods with
Al techniques. Doddashamachar et al. [8] propose a novel artificial neural
network method for predicting polypropylene composite properties,
demonstrating the accuracy of Al-based predictions. Jazbi et al. [9] provide
a comprehensive literature review on Al applications for various materials,
focusing on the mechanical properties. Tapeh and Nazer [10] present
a review of recent trends an practices in Al applications for structural
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engineering, including a discussion on materials. Additionality, Cetkin and
Demir [11,12] present two examples of composite materials studies that do
not utilize AT methods.

The traditional approaches to manufacturing productivity improvement
often involve trial-and-error methods or rely on human expertise, which
may be time-consuming, resource-intensive, and prone to errors. In
contrast, Al methods offer the potential to revolutionize composite materials
manufacturing by providing data-driven insights and automated decision-
making processes. This chapter examines the various ways in which Al can
be employed to enhance the productivity of composite materials.

2. Ways to Increase Composite Materials Manufacturing
Productivity Using Al

There are some ways Al can be used to increase manufacturing
productivity: Material design and development, manufacturing process
optimization, quality control and defect detection, material characterization,
multiscale predictive maintenance and simulation, intelligent robotics and
automation, real-time monitoring and control, data analytics and decision-
making and structural analysis and optimization.

2.1. Material Design and Development

Artificial intelligence algorithms can assist in the design and development
of composite materials. By leveraging Al in composite material design
and development, engineers can accelerate the discovery of new materials,
optimize designs, reduce development cycles, and ultimately improve the
performance and efficiency composite materials in various applications.
By analyzing vast amounts of data on material properties, performance
requirements, and manufacturing constraints, Al can help identify optimal
material compositions, predict material behavior, and accelerate the discovery
of new composite formulations with desired properties.

2.1.1. Knowledge Discovery and Innovation:

Al can uncover hidden patterns and relations within vast amounts of
data, facilitating knowledge discovery and driving innovation in composite
material design. By identifying new material combinations, processing
methods, or performance-enhancing factors, Al can contribute to the
development of advanced composite materials with improved properties
and performance.



200 | Increasing the Efficiency of Composite Materials Manufactuving Productivity by Using ...

2.1.2. Material Property Prediction

AT algorithms can learn from existing datasets of composite materials to
predict their mechanical, thermal, or electrical properties. By training on a
wide range of data, including material compositions, processing parameters,
and test results, AI model can estimate material properties for new
compositions without the need for extensive testing. this enables efficient
material selection and design optimization.

2.1.3. Material Composition and Formulation

AT algorithms can analyze data on material properties, compatibility,
and performance requirements to suggest the most suitable combinations
of reinforcing fibers, matrix materials, additives, and processing techniques.
By considering various factors such as strengths, weight, cost, and
environmental impact. Al can guide the formulation of composite materials
that meet specific design goals

2.1.4. Generative Design

Al-powered generative design techniques can explore a vast design space
for composite materials. By inputting design constraints and objectives,
AT algorithms can autonomously generate and evaluate numerous design
alternatives. This approach can lead to the discovery of unconventional
and optimized material compositions, fiber orientations, and geometric
configurations that maximize performance and meet specific application
requirements.

2.2. Manufacturing Process Optimization

Artificial intelligence algorithms can analyze data from sensors,
manufacturing parameters, and historical records to optimize the composite
manufacturing process. By analyzing sensor data, process parameters, and
historical records, Al algorithms can identify process inefficiencies, optimize
process conditions, and reduce defects. By identifying optimal process
parameters, such as temperature, pressure, and curing time, Al can help
manufacturers achieve consistent and high-quality composite products,
reducing waste and improving efficiency.

2.2.1. Process Parameter Optimization

AT algorithms can analyze large datasets of process parameters, material
properties, and desired outcomes to optimize manufacturing processes. By
using machine learning and optimization techniques, Al can identify the
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optimal combination of process variables (e.g., temperature, pressure, curing
time) to achieve desired material properties, improve production efficiency,
and reduce waste.

2.2.2. Energy Efficiency and Resource Optimization

Al algorithms can analyze process data to identify opportunities for
energy saving and resource optimization. By optimizing process parameters,
equipment utilization, and material usage, Al can help reduce energy
consumption, minimize waste generation, and improve sustainability in
composite materials manufacturing.

2.2.3. Supply Chain Optimization

Al can optimize the supply chain of composite materials manufacturing
by analyzing data on material availability, supplier performance, and demand
fluctuations. By using predictive algorithms, Al can forecast material needs,
optimize inventory levels, and identify alternative suppliers or materials to
minimize disruptions and reduce costs.

2.3. Quality Control and Defect Detection

Al-powered computer vision systems can be used to detect defects in
composite materials during manufacturing or inspection processes. By
analyzing images or sensor data, Al algorithms can identify defects such as
voids, delamination, or fiber misalignment. Early detection of defects allows
for timely corrective actions, reducing crap and improving productivity.

2.3.1. Root Cause Analysis

Al can assist in identifying the root cause of defects in composite materials.
By analyzing historical data and process parameters, Al algorithms can
uncover correlations and patterns that contribute to defect occurrence. This
information can guide process optimization eftorts and preventive measures
to reduce the likelihood of similar defects in the future.

2.3.2. Statistical Process Control

AT algorithms can perform statistical analysis on process data to identify
trends, variations, or out-of-control conditions that may affect composite
material quality. By monitoring key process parameters, Al can detect
deviations from expected values and alert operators to take corrective actions.
This helps ensure consistent and high-quality production.
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2.3.3. Computer Vision Inspection

Al-powered computer vision systems can analyze images or sensor data
to detect defects in composite materials. By training AI models on a dataset
of labeled images that represent different types of defects (such as voids,
delamination, or fiber misalignment), the algorithms can automatically
identify and classify defects in real-time. This allows for efticient and accurate
inspection of composite materials

2.3.4. Automated Defect Detection

AT algorithms can analyze sensor data, such as ultrasound or thermal
imaging, to identify defects in composite materials. By detecting anomalies
or patterns indicative of defects, Al can alert operators or trigger automated
actions to address the issues. This proactive approach to defect detection
reduces the likelihood of faulty products reaching the market

2.4. Material Characterization

Artificial intelligence can play crucial role in the characterization of
composite materials. Al algorithms can exact patterns and correlations to
accurately characterize composite materials by analyzing data from various
sources, such as material properties, manufacturing parameters, and testing
results. Al algorithms can extract patterns and correlations to predict
material behavior and guide the selection of optimal material compositions,
leading to improved manufacturing efficiency and product performance.
This includes identifying key material properties, such as stiffness, strength,
and durability, and understanding the relationship between these properties
and different manufacturing factors. Al can also assist in identifying optimal
material compositions for specific applications by analyzing large datasets.
By leveraging Al for material characterization, manufacturers can make
informed decisions regarding material selection, process optimization,
and product design, ultimately improving the efficiency and effectiveness
of composite material manufacturing. This can lead to more efficient and
accurate material testing, reducing the need for extensive physical testing
and accelerating material development cycles.

2.4.1. Image Analysis

AT algorithms can analyze images of composite materials to extract
valuable information about their microstructure, such as fiber orientation,
porosity, and fiber-matrix interface quality. By automatically processing and
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interpreting images, Al can provide quantitative data on these characteristics,
enabling efficient and accurate characterization.

2.4.2. Machine Learning-Based Material Property Prediction

AT algorithms can learn from existing datasets of composite materials
to predict their mechanical, thermal or electrical properties. By training
on a wide range of data, including material compositions, processing
parameters, and test results, AI models can estimate material properties for
new compositions without the need for extensive testing.

2.4.3. Material Behavior Modeling

Al can assist in modeling the behavior of composite materials under
different loading conditions. By incorporating data from material testing
and simulations, AI algorithms can develop predictive models that capture
complex material responses, such as stress-strain behavior, fatigue life, or
failure modes. These models enable accurate characterization of material
behavior and inform design decisions.

2.4.4. Data Fusion

Al can integrate data from various sources, including material testing,
manufacturing parameters, and environmental conditions, to provide a
comprehensive characterization of composite materials. By combining and
analyzing these datasets, Al algorithms can identify correlations and patterns
that enhance the understanding of material behavior and performance.

2.4.5. Process-Structure-Property Relationships

Al can establish relations between manufacturing processes, resulting
material structures, and their properties. By analyzing data from process
parameters, microstructural features, and material properties, Al can uncover
the dependencies and interactions between these factors. This knowledge
aids in the optimization of manufacturing processes to achieve desired
material properties.

2.5. Predictive Maintenance

Artificial intelligence can analyze sensor data from manufacturing
equipment used in composite material production to predict maintenance
needs. By identifying potential equipment failures or performance
degradation in advance, manufacturers can schedule maintenance activities
proactively, minimize unplanned downtime, and optimize equipment
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utilization. As a result, the productivity of the manufacturing process can be
significantly improved, leading to higher efficiency and reduced production
disruptions

2.5.1. Data Integration and Analysis

Al can integrate data from various sources, including equipment sensors,
maintenance records, and environmental conditions. By analyzing this
combined data, AI algorithms can identify correlations and patterns that
help understand the root causes of equipment failures. This knowledge
enables targeted maintenance actions and process improvements to prevent
future failures.

2.5.2. Maintenance Scheduling and Optimization

AT algorithms can optimize maintenance schedules based on equipment
health, production demand, and other constraints. By considering factors
such as equipment criticality, availability of spare parts, and production
downtime windows, Al can generate optimized maintenance plans. This
minimizes the impact on production while ensuring timely maintenance to
prevent failures

2.5.3. Equipment Health Monitoring

Al can monitor the health of equipment used in composite materials
manufacturing by analyzing sensor data over time. By establishing baseline
behavior and tracking deviations, Al algorithms can assess the degradation
or wear of equipment components. This information helps schedule
maintenance activities based on the actual health status of the equipment,
maximizing its operational lifespan.

2.5.4. Failure Prediction

AT can predict equipment failures by analyzing historical maintenance
records, sensor data, and environmental factors. By employing machine
learning algorithms, AI can identify patterns and indicators that precede
equipment failures. This enables timely maintenance or replacement of
components, minimizing disruptions in the manufacturing process and
preventing quality issues.

2.5.5. Condition Monitoring

AT algorithms can analyze sensor data from equipment used in composite
materials manufacturing, such as curing ovens, presses, or cutting machines.
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By continuously monitoring various parameters, including temperature,
vibration, pressure, or power consumption, Al can detect anomalies or
patterns indicative of equipment degradation or impending failures.

2.5.6. Fault Detection and Diagnostics

Al can analyze historical data and patterns to identify early signs of
equipment faults or anomalies. By comparing real-time sensor data with
historical patterns, Al algorithms can detect deviations and trigger alerts
or maintenance actions. This enables proactive maintenance, preventing
unexpected equipment failures and reducing downtime.

2.6. Predictive Modeling and Simulation

Artificial intelligence can be used to develop advanced simulation
models for composite material manufacturing processes. These models can
incorporate various parameters, such as material properties, manufacturing
parameters, environmental conditions, process conditions, and equipment
settings. Al algorithms can optimize the simulation models, enabling
manufacturers to predict and optimize manufacturing outcomes, reducing
the ne for physical trial-and-error iterations and enhancing productivity

2.6.1. Hierarchical Modeling

Al can enable the development of multiscale models for composite
materials. By integrating data from various length scales, Al algorithms
can create models that capture the behavior of composite materials at
different levels, from the macroscopic to the microscopic. This allows for
more accurate predictions of material properties, performance and failure
mechanics.

2.6.2. Virtual Testing and Optimization

Al-powered simulations can replace or supplement physical testing by
virtually testing composite materials under various conditions. By combining
multiscale modeling and Al algorithms, simulations can predict the
mechanical, thermal, and electrical properties of composite materials. This
allows for virtual testing of different material designs, optimizing material
properties, and reducing the need for extensive physical prototyping.

2.6.3. Constitutive Modeling

Al can assist in developing constitutive models for composite materials
by learning the relationships between material properties, microstructure,
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and loading conditions. Al algorithms can analyze experimental data and
computational simulations to identify the constitutive equations that govern
the material behavior. This enables accurate predictions of material response
under different loading scenarios.

2.6.4. Data-Driven Model Development

Al algorithms can analyze large volumes of data from experimental
testing, material characterization, and manufacturing processes to develop
data-driven models for composite materials. These models can capture
complex relationships and non-linear behaviors, enabling more accurate
predictions and simulations of material response under different loading
conditions.

2.7. Intelligent Robotics and Automation

Al-powered robots and automation systems can be used in composite
material manufacturing to automate repetitive tasks, such as material
handling, cutting, or assembly. This increases efficiency and productivity
while reducing the risk of errors or injuries. By leveraging AL-powered
robots and automation systems, manufacturers can improve productivity,
reduce labor costs, enhance quality control, and accelerate the production of
composite materials. However, it is important to ensure proper integration,
programming, and safety measures to effectively harness the benefits of Al
in composite material manufacturing.

2.7.1. Material Handling

Al-powered robots can handle composite materials efficiently and
precisely. They can accurately position and transport materials, reducing the
risk of damage and ensuring consistent quality. Al algorithms can enable
robots to adapt to different material types, and sizes, making them versatile
for various manufacturing processes.

2.7.2. Assembly and Manufacturing

AlI-powered robots can automate the assembly of composite components,
they can perform tasks such as laying up layers of composite materials, placing
reinforcements. and applying adhesives or resins. With Al algorithms, robots
can optimize the assembly proves, ensuring proper alignment, minimizing
waste, and increasing manufacturing speed and accuracy.
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2.7.3. Machining and Trimming

Al-powered robots can be programmed to perform precise machining
and trimming operations on composite components. With the ability to
interpret CAD models and real-time feedback, they can optimize tool paths
and adjust cutting parameters for efficient and accurate material removal,
reducing manual labor and increasing productivity:

2.7.4. Robotic Composite Manufacturing Cells

AT can integrate multiple robots and automation systems into a cohesive
manufacturing cell for composite materials. These cells can be programmed
to perform various tasks in a synchronized and efficient manner, reducing
cycle times, improving process consistency, and maximizing productivity.

2.7.5. Adaptive Manufacturing

Al algorithms can enable robots to adapt to changes in material properties,
process conditions, and design requirements. They can adjust their actions
in real-time based on sensor feedback, optimizing the manufacturing process
for the specific conditions encountered. This adaptability enhances the
efficiency and flexibility of composite materials manufacturing.

2.8. Real-Time Monitoring and Control

Artificial intelligence algorithms can analyze real-time sensor data from
the manufacturing process to monitor critical parameters and control process
variables. By continuously adjusting process conditions based on real-time
feedback, AI can optimize manufacturing efficiency, improve product quality,
and reduce waste.

2.8.1. Sensor Data Analysis

Al algorithms can analyze real-time sensor data from composite material
manufacturing processes. By monitoring parameters such as temperature,
pressure, humidity, and curing time, Al can identify deviations or anomalies
that may affect the quality of the final product. This enables timely

innervations and adjustments to maintain optimal process conditions.

2.8.2. Automated Decision-Making

Al can automate decision-making processes in real-time based on
predefined rules and optimization algorithms. For example, AI can
automatically adjust process parameters, trigger material selection choices, or
initiate quality control actions based on sensor feedback. This reduces human
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intervention and decision-making time, streamlining the manufacturing
process and improving efficiency.

2.8.3. Adaptive Control

Al-powered control systems can adapt to changing process conditions
and optimize material production accordingly. By continuously monitoring
sensor data and applying machine learning algorithms, Al can make real-time
adjustments to process variables such as temperature, pressure, or feed rate.
This ensures that the manufacturing process remains optimized and delivers
consistent quality despite variations in raw materials or environmental
conditions.

2.8.4. Fault Detection

Al can detect and predict equipment faults or failures in real-time by
analyzing sensor data. By detecting anomalies or patterns indicative of
impending equipment issues, Al algorithms can trigger maintenance alerts or
automatically adjust process parameters to prevent production disruptions.
This proactive approach to maintenance improves equipment reliability,
reduces downtime, and increases overall productivity.

2.9. Data Analytics and Decision-Making

Artificial intelligence can analyze large volumes of data collected from
composite material manufacturing processes to uncover insights and
patterns. These insights can support data-driven decision-making, enabling
manufacturers to optimize production planning, resource allocation, and
process improvements, leading to increased efticiency and productivity. In
other words, Al can provide decision support systems for composite material
selection, design, and manufacturing. Al enables data-driven decision-
making, proactive monitoring, and continuous process optimization, leading
to improved manufacturing outcomes.

2.9.1. Data Integration and Management

Al algorithms can integrate data from various sources, including
material properties, process parameters, equipment sensor data, and quality
control information. By consolidating and managing this data, Al enables
comprehensive analysis and decision-making based on a holistic view of the
manufacturing process.
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2.9.2. Descriptive Analytics

Al can analyze historical data to provide insights into past performance,
trends, and patterns. By applying descriptive analytics techniques, AL
algorithms can summarize and visualize data, allowing engineers and
decision-maker to understand the current state of the manufacturing process
and identify areas for improvement.

2.9.3. Predictive Analytics

AT algorithms can leverage historical data to forecast future outcomes
and trends in composite materials manufacturing. By employing predictive
analytics techniques, Al can anticipate material properties, process
performance, equipment failures, and product quality. This enables proactive
decision-making and the ability to optimize processes in advance.

2.9.4. Prescriptive Analytics

Al can utilize optimization algorithms to recommend the best course
of action based on defined objectives, constraints, and real-time data.
By considering multiple factors such as material properties, process
parameters, equipment availability, and production goals, Al algorithms
can suggest optimized process settings, production schedules, or material
compositions. This facilities data-driven decision-making and improves
overall manufacturing efficiency.

2.9.5. Decision Support Systems

Al can assist decision-makers by providing real-time insights,
recommendations, and scenario analysis. By utilizing machine learning
and optimization algorithms, Al can help optimize process parameters,
material selections, production schedules, and quality control measures.
This empowers decision-makers to make informed decisions that maximize
efficiency, quality, and profitability in composite materials manufacturing.

2.10. Structural Analysis and Optimization

Artificial intelligence can assist in structural analysis and optimization
of composite materials. By analyzing complex data sets and using machine
learning algorithms, Al can optimize the structural design of composite
components, improve load-bearing capacity, and reduce wright while
maintaining strength and durability. AI can explore a wide range of design
possibilities and identify optimal material compositions, fiber orientations,
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or structural configurations. This can lead to the development of lightweight,
durable, and high-performance composite products.

2.10.1. Generative Design

Al-powered generative design techniques can explore and generate
innovative composite structural designs. By inputting design constrains
and objectives, Al algorithms can autonomously generate and evaluate
numerous design alternativities. This approach can lead to the discovery
of unconventional and optimized structural configurations that maximize
performance while minimizing material usage and weight.

2.10.2. Multi-Objective Optimization

AI can handle multi-objective optimization problems in composite
material structures. By considering multiple performance criteria, such as
weight reduction, stiffness, strength, and cost, Al algorithms can find the
best compromise solutions. This allows engineers to explore trade-ofts and
make informed decisions regarding material selection, structural design and
manufacturing processes.

2.10.3. Material Selection

AT can assist in selecting most suitable composite materials for specific
applications. by considering factors such as material properties, cos, weight,
and manufacturing considerations, Al algorithms can analyze vast amounts
of data to identify the best composite materials for structural applications.
this ensures that the selected materials meet that desired performance Criteria
while minimizing costs and production time.

2.10.4. Finite Element Analysis (FEA) and Simulation

AT algorithms can assist in performing advanced FEA and simulations
for composite materials. By incorporating material properties, geometry,
loading conditions, and environmental factors, Al can generate accurate
simulations of composite structures. This enables engineers to predict
structural behavior, stress distribution, and failure modes, leading to more
efficient and optimized designs.

2.10.5. Design Optimization

AT algorithms can be employed to optimize the design of composite
structures. By integrating FEA with optimization algorithms, Al can explore
a wide range of design parameters, such as laminate stacking sequences, ply
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orientations, and thicknesses. The al-driven optimization process can identify
the most optimal configurations that meet performance requirements,
weight reduction targets, and manufacturing constraints.

3. Summary

The manufacturing industry is constantly seeking ways to enhance
productivity and efficiency in order to stay competitive in the global market.
Composite materials, known for their superior strength-to weight ratio, are
increasingly beingused in various industries, including acrospace, automotive,
and construction. In this context, harnessing power of artificial intelligence
(AI) methods has emerged as a promising approach to improving the
manufacturing processes of composite materials. This chapter focuses on the
application of AI methods in composite materials manufacturing to increase
productivity. Al techniques such as machine learning, computer vision, and
robotics offer innovative solutions that can streamline and optimize various
stages of the manufacturing process.

One area where Al can be leveraged is in materials selection and design.
By analyzing vast amounts of data on composite materials, AL algorithms
can identify optimal material combinations and configurations for specific
applications. This not only saves time and resources but also improve s the
overall performance and reliability of the end product.

Another aspect where AL proves valuable is process optimization. AL
algorithms can monitor and analyze real-time data from sensors and actuators
within the manufacturing environment. This enables proactive identification
of potential defects or anomalies, allowing for immediate adjustments to
maintain quality standards and prevent costly errors. Furthermore, Al can
assist in predictive maintenance, anticipating machine failures and optimizing
maintenance schedules to minimize downtime.

Moreover, Al-powered robotic systems can automate repetitive and
labor-intensive tasks in composite materials manufacturing. These systems
can perform tasks such as cutting, drilling, and assembly with precision and
speed, reducing human error and increasing production rates. Collaborative
robots, known as cobots, can work alongside human operators, enhancing
safety and efficiency in the manufacturing environment.

Implementing AI methods in composite material manufacturing requires
data collection and integration from various sources, careful validation and
calibration of Al models, and collaboration between engineers, data scientists,
and production teams. Therefore, implementing Al methods in composite
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materials manufacturing does come with challenges. Issues such as data
quality, model interpretability, and integration with existing manufacturing
systems need to be addressed. It is important to consider data security, model
interpretability, and regulatory compliance while leveraging Al technologies
in composite material manufacturing processes. Additionally, ensuring the
ethical and responsive use of Al id crucial, considering the potential impact
on the workforce and data privacy.

In conclusion, the integration of artificial intelligence methods, into
composite materials manufacturing holds great promise for increasing
productivity and efficiency. By leveraging Al algorithms, manufacturers
can optimize material selection, enhance process control, and automate
tasks, leading to improved product quality, reduced costs, and accelerated
production rates. Continued research and development in this field will
undoubtedly drive advancements and shape the future of composite materials
manufacturing.
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Chapter 11

Solar Irradiance Prediction and Methods Used in
Prediction Studies

Ersan Omer Yiizer!

Altug Bozkurt?

Abstract

Solar energy is considered one of the most important renewable energy
sources and is recognized as the fastest-growing energy source worldwide.
The power generated in solar energy facilities primarily depends on the
amount of radiation reaching the surface of photovoltaic (PV) panels. Prior
knowledge of solar radiation is crucial for reliable planning and efficient
design of solar energy systems. Therefore, solar radiation forecasting is
a highly significant topic. Various techniques can be employed for solar
radiation prediction, including fundamental physical and statistical methods,
as well as ensemble methods obtained by combining different approaches.
However, the remarkable success of artificial neural networks, a form of
artificial intelligence application that enhances learning algorithms, in
various applications has attracted researchers to this field. The promising
potential of this field is evident in the richness of proposed methods and
the increasing number of publications. The main objective of this study is to
review artificial intelligence-based techniques found in the literature for solar
radiation prediction and to identify research gaps by examining radiation
predictions using machine learning-based methods and hybrid models created
by their combination with other techniques, which have gained popularity
recently. Additionally, the aim is to provide an analysis that guides future
improvements and understanding of recent advancements in this field. To
facilitate and enhance research in this area, a comprehensive review of various
artificial intelligence-based prediction methods employed in solar radiation
prediction studies, particularly focusing on the most commonly used artificial
intelligence-based approach published recently, is presented. Furthermore,
information on the required data parameters in solar radiation prediction
studies is provided. All research details, fundamental features, and specifics
are summarized in tabular and shape formats for a comprehensive overview.
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1. Introduction

One of the major challenges for global energy supply in the near future is
the large integration of renewable energy sources, particularly unpredictable
ones such as wind and solar, into the existing or future energy infrastructure.
The variability of renewable energy sources poses even greater challenges.
Therefore, it is crucial to effectively predict these sources, especially in order
to harness a high proportion of renewable energy.

Solar energy is the most abundant and easily accessible energy source
among renewable energy sources. However, due to its dependence on
weather conditions, solar energy, being a variable energy source, is not reliable
without accurate production forecasting. Each year, the latest techniques
and approaches emerge worldwide to improve the accuracy of models and
reduce uncertainty in predictions. In particular, solar irradiance prediction
is a significant component in solar energy production. Providing forecasts
to PV plant managers and grid operators assists in better planning of solar
energy storage and utilization of other energy sources. This facilitates the
integration and optimization of PV systems with the grid. Additionally, the
ability to forecast solar irradiance is valuable for the planning and distribution
of electricity generated by difterent units [1]-[4].

Solar irradiance prediction studies require data from the region for
which the forecast is to be made. These data can be obtained through
on-site measurements, meteorological stations, or remote sensing via
meteorological satellites. The most commonly used data sources are ground
measurements, satellite data, and sky imagery. Ground measurement data,
typically obtained from meteorological stations, include solar characteristics
as well as meteorological and physical parameters. The most widely
used measurement devices are pyranometers and pyrheliometers, which
measure global horizontal irradiance (GHI) and direct normal irradiance
(DNI), respectively. While ground measurements provide accurate and
high temporal resolution data, the cost of establishing and maintaining a
meteorological network limits its installation in every region. Moreover,
the need for continuous operation of measurement devices may lead to
calibration issues and maintenance requirements, causing interruptions in
data collection [5,6]. Figure 1 illustrates the dataset parameters used in solar
irradiance prediction studies.
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Figure 1. Dataset pavameters used in solar irvadiance prediction [7]

Prediction studies in the field of renewable energy are crucial for both
accurately determining the areas for investment and addressing problems that
arise during the operational phase based on preliminary forecasts. Artificial
intelligence methods, which exhibit superior characteristics compared
to traditional prediction methods and are now being utilized in various
fields, are among the most important approaches in prediction studies.
Performance analyses indicate that these methods outperform conventional
methods. Furthermore, in recent years, researchers have developed ensemble
methods to uncover the unique features of individual models and enhance
the performance of prediction methods. These combinations provide more
accurate results compared to individual models [8].

The selection of the prediction method primarily depends on the forecast
horizon. However, not all models used have the same accuracy in terms of
input parameters and forecast horizon. Predictions are generally classified
into long-term (one year to ten years), medium-term (one month to one
year), short-term (one day or one week), and very short-term (seconds to
minutes). For the development and planning phase of a solar power plant,
long-term forecasts are required, while medium-term, short-term, and very
short-term predictions are needed for its operation [9]-[11]. Many studies
in this field have developed different methodologies for solar irradiance
prediction proposed in the last decade. The prediction methods based on
forecast horizons and time scales are shown in Figure 2.
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Figure 2. Prediction methods based on forecast hovizons and time scales [10,11]
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Solar irradiance prediction performance and accuracy are important
considerations for all researchers. Therefore, it is necessary to interpret the
resulting outcomes. Prediction performance is influenced by various factors
such as forecast horizon, weather events, and variability in solar energy. The
methods used for solar irradiance prediction can be categorized as shown in
Figure 3. Essentially, these methods are commonly classified into physical
methods, statistical methods, and ensemble methods, which are the most
widely used approaches in this field.

Figure 3. Solar wradiance prediction methods [12,13]
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2. Solar Irradiance Prediction Methods

2.1. Physical Methods

Physical methods are primarily based on mathematical equations and aim
to determine the physical state of solar irradiance and other meteorological
conditions [14]. Since the solutions are obtained using numerical methods,
they involve numerical weather prediction (NWP), sky imagery, and satellite
data. Satellite imagery data is often used for solar irradiance or cloud index
predictions and relies on numerical calculations using meteorological data
such as atmospheric conditions and ground-based observations to estimate
solar irradiance. Cloud movement can be detected using meteorological
satellite imagery. As solar irradiance is significantly influenced by cloud
structures, determining cloud movement leads to the prediction of cloud
positions, which are subsequently used for solar irradiance prediction [15].
Therefore, by applying image processing technologies, solar irradiance at the
ground level can be forecasted.

2.1.1. Numerical Weather Prediction (NWP)

NWP systems have long been the foundation of forecasting applications
and are powerful tools for predicting solar irradiance. They forecast the
likelihood of local cloud formation and indirectly perform predictions by
utilizing a dynamic atmospheric model [16]. These models are designed
to pre-determine variables such as temperature, humidity, precipitation
probability, and wind, and have recently been optimized for predicting
surface solar irradiance. NWP models are also used in weather and aviation
forecasting. However, they are now preferred models in renewable energy
prediction. Satellite information is frequently utilized in NWP models, and
predictions can be made up to two days in advance or six days into the future
[17,18].

2.1.2. Prediction Model Using Sky Imagers

Sky imagery can provide detailed information about clouds, which is
crucial for accurately estimating surface irradiance. Clouds are the most
significant factor affecting surface irradiance, making accurate recognition of
cloud pixels a prerequisite for surface irradiance calculation. Sky imagers are
automatic, full-color imaging systems that use hemispherical lenses to capture
and process real-time images of the entire sky from the ground [19]. By
processing the images obtained through sky imagers, cloud motion vectors
can be derived. These methods can provide solar irradiance predictions with
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very high spatial resolution (at the meter scale) and temporal resolution (at
the minute scale) [20]. For time horizons of less than an hour, techniques
based on sky imagery offer excellent prediction capabilities [21]. However,
the processes involved in deriving the predictions introduce various
uncertainties, leading to relatively low reliability [22]. Accurately calculating
solar irradiance using sky imagery can effectively enhance the performance
and accuracy of sky image-based FV power prediction models [23].

Recent studies have shown an increase in research efforts towards solar
irradiance prediction. In one such study, Ref. [6], a cloud detection method
was proposed using multi-level local image patches with different dimensions
that incorporate local structures and high-resolution information. The
proposed system predicts solar irradiance by utilizing information from
all-sky images to complement the limited temporal and spatial resolution
of satellite imagery and improve prediction accuracy. Sky images can be
obtained using a Total Sky Imager (TSI). In Ref. [24], the authors used this
method to track and predict clouds in sky images and estimate irradiance.
An optimization model was proposed to determine the cloud motion
process. Similarly, in Ref. [25], a solar prediction system was suggested that
can detect cloud movements from TSI images and subsequently forecast the
future cloud positions on solar panels and the resulting fluctuations in solar
irradiance for short-term prediction. Ref. [26] developed a framework for
predicting Direct Normal Irradiance (DNI) for a 10-minute time horizon,
considering atmospheric variables, including relative humidity, wind speed
and direction, DNI, and clouds, directly from historical measurements
provided through 24-bit color sky images taken every 30 seconds. In Ref.
[27], a new model was created for solar irradiance prediction by matching
a total of 7000 images captured with a sky camera at a size of 512*512
pixels with measured Global Horizontal Irradiance (GHI) data from a
pyranometer. Ref. [28] introduced a deep Convolutional Neural Network
(CNN) model called SolarNet, which was developed to predict operational
1-hour ahead GHI using only sky images without numerical measurements
or additional feature engineering. Table 1 provides a detailed overview of
application studies using sky imagers for solar irradiance prediction.
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Table 1. Methods used for solar irradiance prediction with sky imagers

Method Prediction Time Prediction Method

ANN One hour BP, CNN, LSTM, CNN+LSTM,
SVR

ANN Ten minutes AR, MLP, SVR, CNN

Deep Learning | Ten minutes CNN, LSTM

Deep Learning | Up to four hours KNN, RF

ANN Ultra short BPN

Deep Learning | 5-20 minutes CNN

2.1.3. The Prediction Model Using Satellite Images

Ground-based measurements are limited in terms of geographical
coverage, and measurements in these areas may require statistical
interpolation, which can lead to large errors for increasing geographical
distances [29]. Alternatively; satellite images capture a top-down perspective
of the atmosphere and local environment, enabling the monitoring of
climate change and solar radiation. Therefore, satellite-based methods have
demonstrated the ability to produce more accurate solar radiation predictions
compared to traditional interpolation methods [30,31]. Meteorological
satellites provide continuous image data of environmental information,
such as temperature, wind direction and speed, cloud cover, and radiation,
covering a wide range of temporal and spatial scales. Solar radiation models
convert satellite images captured by geostationary meteorological satellites
into surface radiation by employing methods that combine radiative transfer
theory and observations. However, satellite predictions are limited by the
spatial resolution of the available databases. Therefore, the spatial resolution
of existing fixed meteorological satellites may not be sufficient to conduct a
detailed study of solar radiation behavior at a specific geographic location

[20,32].

Satellite images have been widely used in recent years to study the at-
mosphere. Clouds, which significantly attenuate solar radiation, have been
investigated by many researchers [33,34]. Since cloud cover is a major factor
affecting solar radiation, cloud detection and classification are crucial for
predicting solar radiation [35]. Satellite-based solar radiation prediction is
useful for short-term intra-day time horizons and outperforms numerical
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weather predictions with a spatial resolution of 1-5 km and a temporal reso-
lution of up to 4-5 hours [36,37]. The main techniques for satellite predicti-
on are based on advanced cloud motion predictions derived from geospatial
satellite images [20]. Satellite images provide information about current and
tuture cloud cover and have the potential to be useful in understanding solar
radiation [38]. Sequential satellite images are combined to generate cloud
motion vector fields that can be used to predict future cloud positions. It
has been shown that this technique is effective in predicting solar radiation
intensity from one minute up to six hours ahead.

Satellite images contain all the meteorological parameters at the measure-
ment point simultaneously, depending on the atmospheric conditions. The-
refore, the development of solar radiation prediction models using sky ima-
gers and satellite image-based data has become increasingly important. Solar
radiation prediction based on satellite data relies on advanced cloud motion
predictions derived from geospatial satellite images. Cloud cover-based mo-
dels can achieve high accuracy in solar radiation prediction since cloud index
and sunshine duration are closely related to solar radiation [32]. Table 2
illustrates the satellites and prediction methods used in solar radiation predi-
ction using satellite images.

Table 2. Satellites and prediction methods used in solay vadiation prediction with
satellite imayges

Satellite Name Country Prediction Models
Spinning Enhanced Visible EU Coun-
and Infrared Imager (Se- .

.. tries
viri)
Geostationary Operational Cloud motion vector (CMV)
Environmental Satellites | USA Cloud index methodology
(GOES) (CSD-SI)

— CLAVR-x

Communication, Ocean, Heliosat
and Meteorological Satel- |Korea ANN, CNN, SVM, CNN-
lite (COMYS) LSTM
Fengyun China
Himawari Japan

Cloud Motion Vector (CMV), Cloud Index Methodology (CSD-SI),
and CLAVR-x models calculate the speed and direction values determined
based on cloud movements observed from satellite images. These values
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can be used to determine the solar radiation reaching the Earth’s surface.
Heliosat, on the other hand, is a method that converts observations made by
stationary meteorological satellites into global irradiance predictions at the
surface level. Hourly and daily irradiance data obtained from satellites are
compared with measurements taken at ground-level meteorological stations
using pyranometers. The other prediction methods mentioned in Table 2 are
explained below under their respective headings.

2.2. Statistical Methods

These methods are artificial intelligence methods, namely machine
learning algorithms. They utilize historical data to build a predictive model.
Generally, they match input data to output data using statistical techniques
to generate predictions. They rely on establishing relationships between past
observations and future values [39]. To employ these prediction methods,
historical records of solar radiation in the measurement area are utilized,
while real-time measurements determine the current conditions on which
the predictions are based. They cover a range of applications from short-
term to long-term with shorter time steps [40,41]. The prediction methods
within this approach yield the best results for intra-hour time horizons but
can have values of two to three hours or more when used in conjunction
with other methods. They are limited to solving more complex prediction
problems when longer forecast horizons are considered [42]. Statistical
learning methods are often used to correct errors in NWP model outputs
and to blend outputs from multiple models in a process called model output
statistics. Current approaches for solar energy prediction focus on a range
of supervised and unsupervised learning techniques such as Support Vector
Machines (SVM), decision trees, k-nearest neighbors, or Gaussian processes
[43]. Methods such as Artificial Neural Networks (ANN) and SVM, which
are statistical methods, provide more reliable solutions for predicting global
and horizontal solar radiation and power generation [44]. These methods
have been previously used for solar radiation prediction and achieved
satisfactory performance. Their usage has been validated through studies
conducted for different locations and types of solar radiation, solar energy,
and wind speed, proving these machine learning methods to be reliable
and versatile [45]-[47]. Statistical methods are widely used for prediction
in renewable energy systems, encompassing various approaches ranging
from classical regression methods to deep learning methods [48]. Table 3
provides commonly used statistical methods for prediction in renewable
energy systems.



224 | Solar Irradiance Prediction and Methods Used in Prediction Studies

Table 3. Some statistical methods used for solar radiation prediction

S/N |Statistical Methods Abbreviation

1 AutoRegressive Process ARp

2 Moving Average Process MAp

3 AutoRegressive Moving Average ARMA

4 AutoRegressive Integrated Moving Average ARIMA
Process

5 Fuzzy Logic FUZZY

6 Artificial Neural Networks ANN

7 Support Vector Machine SVM

8 Deep Learning DL

2.2.1. Artificial Neural Networks (ANN)

ANN is an effective and flexible technique widely used in various fields
and considered one of the most popular and commonly used networks in
the literature [49]. It evaluates the data based on the relationships within the
network structure and ensures the inclusion of all factors in the processing.
Therefore, the outputs are obtained by considering the weighted evaluation
of all factors, rather than using specific formulas. When historical data con-
taining both input and output variables are provided, ANNs can be trained
using supervised learning to predict future radiation. The variables used can
vary and include on-site radiation measurements, meteorological data, radi-
ation predictions provided by other models, or features obtained from sky
or satellite images [50].

ANNSs learn patterns from historical data that enable complex mapping
between input and output. The training or learning process involves opti-
mizing the model parameters to improve predictions on a training set con-
sisting of input-output pairs [51]. An ANN structure generally consists of
input, hidden, and output layers. Additionally, within this structure, there
are connection weights, activation functions, and a summation node that
combines them. The elements in the input layer, where the inputs are inc-
luded, can be multiple, and in programs like Matlab, Python, etc., they can
only be processed numerically [52]. Relationships are established within the
network through the connections using the numerical data taken as input va-
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lues. Between the two groups of layers, results are generated as many as the
number of neurons in each layer. The obtained results can be transferred to
the output layer or new layers can be created between the output and com-
puted values to form new connections. This modeling logic can be shaped
according to the needs of the study. In the human brain, this process occurs
as the destruction of unnecessary connections in cells. In situations where
these connections are needed again, they can be reestablished. The brain
prevents the storage of unnecessary information in this way, thus saving
energy. The smallest unit known as a perceptron in an ANN is expressed by
a function as shown in Equation (1) and modeled as shown in Figure 4 [53].

y=W*x+b (1)

Figure 4. Mathematical model of a neuron.

Perammedery By
/ D
Xy - W, 1
Lixcal
& Area Outpst

¥ — T e i

[ X2 @ - )@= —y

. . E Achivation

» . Additicn Fanction
- o Function
| Xom Wi
Wrizhix

Here, x represents the input values in the input layer, w denotes the
weights associated with the processing neuron, & represents the bias value
associated with the neuron, and y represents the output in the output layer.

Solar radiation has been analyzed over long periods of time, and it has
been predicted using ANNs in different locations [54]. ANNs are more
successful than other experimental regression models in predicting solar
radiation, and they can be used for both modeling and forecasting solar
radiation data [55]. This helps in managing the power generated from a PV
system. The performance of ANNs depends on how well they are trained
and the quality of the data used. For example, more accurate predictions
are generated during clear sky hours compared to cloudy hours. The more
accurate the weather forecast parameters used, the more accurate the solar
energy predictions can be made.
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2.2.2. Support Vector Machines (SVM)

Support Vector Machines (SVM) is a kernel-based machine learning
technique that was introduced by Vapnik in 1995, although its foundations
date back to the 1960s. It is used for classification tasks and regression
problems, and it is a supervised learning algorithm that analyzes training
data to generate an inferential function [56,57]. SVM is designed not only
to minimize errors but also to maximize the margin of separation between
different classes. In terms of prediction, SVM yields similar results to
Artificial Neural Networks (ANN), but SVM is considered to be easier to
use compared to ANN. It is widely used in energy prediction tasks and
exhibits excellent generalization capabilities with high prediction accuracy

[58].

2.2.3. Deep Learning (DL)

Deep Learning is a machine learning method that utilizes multi-layered
deep artificial neural network architectures. Although the initial works date
back to the 1940s, the first scientific research incorporating the concept of
DL was conducted by Ivakhnenko and Lapa in 1965. While the concept of
DL emerged in the 1960s, its prominence has gained momentum in recent
times. This is primarily due to the lack of computational power to train
deep architectures and the scarcity of sufticient amounts of data during that
time. Nowadays, the increase in computational power and the generation of
massive amounts of data through digitization have provided the necessary
infrastructure for DL. These advancements have facilitated the widespread
utilization of DL in various domains such as computer vision, natural
language processing, translation, and time series forecasting [59]. Figure
5 depicts the ANN and DL models commonly used in the literature in the
tield of renewable energy.

Figure 5. ANN and DL models used in the field of venewable energy
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The deep architecture of DL provides support for modeling nonlinear
complexities in data, enabling more accurate learning of patterns [60]. As
a subfield of machine learning, DL has gained popularity in recent years
due to its applicability in various domains [51]. In the field of renewable
energy research, DL models, particularly CNN, have been proven to be
reliable tools for solar irradiance prediction, wind speed prediction, and
PV power output prediction [61,62]. Especially due to its intermittent
nature and dependence on various factors such as wind speed, temperature,
pressure, and relative humidity, solar data exhibits high-level and nonlinear
complex characteristics. These characteristics of solar data are captured by
DL models through the extraction of spatial and temporal information.
Ongoing research indicates that DL models may outperform ML models
in time series, classification, and regression-based prediction problems [63].

When selecting a prediction algorithm, there is a set of criteria that needs
to be considered, such as the number of layers, types of layers, activation
functions, and so on. These criteria are determined by assessing the
performance obtained with certain error metrics when considering different
model alternatives. In the field of renewable energy research, DL models,
especially CNNs, have been proven to be reliable tools for solar irradiance
and PV power output prediction [64]-[66].

2.2.4. Time Series Technique

Time series, which Yule made significant contributions to in 1927, re-
fers to sequentially measured data at specific intervals according to any ope-
ration. It represents a chronological sequence of observations related to a
specific variable. Time series forecasting can be defined as predicting the
future based on past time series data. To determine the prediction model,
the fundamental components of a time series, such as trend, cycle, seasonal
variations, and irregular fluctuations, need to be identified. Time series data
is used to build models using different methods. The process of formulating
data appropriately to create a model is called time series analysis. Prediction
is carried out through these models, which are primarily based on probabi-
lity estimates that may not always provide a good generalization for unseen
data. Autoregressive Model (AR), Moving Average Model (MA), Seasonal
Autoregressive (SAR), Naive Method, Autoregressive Moving Average Mo-
del (ARMA), and Autoregressive Integrated Moving Average Model (ARI-
MA) are approaches based on time series techniques [67,68]. These models
show low prediction results when there is weak correlation between meteo-
rological parameters and radiation, and when there are missing or incomp-
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lete datasets. Due to the non-stationary behavior of solar radiation data over
time, these models cannot accurately capture the non-linearity in the data
and therefore exhibit low prediction performance [69,70]. Approaches and
teatures based on time series techniques are illustrated in Figure 6.

Figure 6. Time sevies techniques and features
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2.3. Community (Hybrid) Methods

Hybrid methods are referred to as techniques that combine different
methods to leverage their strong points and overcome the weaknesses of each
method. In the literature, several community methods have been proposed by
combining physical and mathematical methods with optimization algorithms
or machine learning algorithms. This method is essentially a combination
of statistical methods or physical methods. In terms of prediction accuracy,
it outperforms individual methods. However, it has high computational
complexity and therefore takes a long time to reach a result. Additionally,
their performance is highly dependent on carefully selected historical inputs
[71].

A community consists of a collection of predictions and is an important
method to cope with uncertainties, especially in solar energy forecasting. It
can identify both linear and nonlinear components in solar time series and
overcome any shortcomings of individual models. One of the advantages of
the hybrid system is a faster convergence rate [13]. Hybrid models can be
modified by adding a deep learning layer, such as Long Short-Term Memory
(LSTM), which is a type of recurrent memory, to improve the accuracy
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of deep learning algorithms. This approach has been shown to enhance
the results of solar radiation prediction and photovoltaic power output
prediction [72,73]. In general, the CNN+LSTM hybrid model, which
combines the CNN structure with the LSTM algorithm, is widely used in
solar radiation prediction studies. In this model, the CNN layers are used to
extract features of the changes in the input layer related to solar radiation.
The LSTM layer, on the other hand, stores the information transferred from
the CNN layer in a control unit and provides a new state unit. Figure 7
illustrates the topological structure of the CNN+LSTM hybrid model used
in solar radiation prediction studies.

Figure 7. Lllustrates the topological structuve of the hybyid CNN+LSTM model
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Conclusion

Predicting solar radiation is a challenging task as it varies based on the
geographical location and meteorological conditions of the specific area under
consideration. Therefore, effective modeling of solar radiation prediction
methods has garnered significant interest in controlling and operating solar
energy generation. This allows for the identification of the most suitable
regions for the installation of PV plants, reducing plant costs, maximizing
energy production, and ensuring the secure and stable integration of these
plants into the grid.

The accuracy of solar radiation prediction models is often influenced by
the prediction horizon and climate conditions. While some models perform
well under clear sky conditions, their accuracy significantly decreases in
fast-changing and variable weather conditions. Additionally, due to the
highly complex nature of the solar radiation phenomenon and its crucial
importance for solar power plants, simplistic approaches to modeling
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solar radiation prediction may not yield satisfactory results. Therefore, to
improve prediction models and achieve higher accuracy, it is essential to
incorporate meteorological data obtained through measurements in specific
areas where solar radiation needs to be predicted, capturing the entirety
of atmospheric dynamics. By considering these data and accounting for
variations in meteorological conditions, more accurate predictions can be
made. Furthermore, prediction models constructed using such data will
help account for more complex structures and rapid changes in weather
conditions, leading to higher accuracy. As a result, the management and
planning of solar energy resources, such as solar power plants, can be made
more efficient.
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Chapter 12

Consideration of Pumice Sand-Concrete
Interface Friction in Pile Modeling

Ibrahim Yigit!

Abstract

In geotechnical engineering designs, it is necessary to know the friction
mechanism on the soil-structure contact surface as well as the mechanical
properties of the soil. Geotechnical structures, such as friction piles derive
their reaction force entirely from this mechanism. For this reason, there are
many studies in the literature examining the soil interface friction with building
materials such as wood, steel and concrete, on which geotechnical structures
can be built. However, there is a deficiency in the literature on examining the
interface friction of pumice sand and building materials. Nevetheless, there are
settlements built on pumice soil sections and this behavior should be known in
the design of geotechnical structures in these regions. The most characteristic
feature of pumice soil grains is that they have a very large internal void ratio
and therefore they can be easily crushed under external loads. In terms of these
properties, they can be expected to exhibit a different mechanical behavior
than other granular soils. The most important factors affecting the interface
friction of granular soils and building materials are stress level, soil fabric, soil
particle size distribution, shape-texture of soil grains and surface roughness
of the building material. The most widely used test in the laboratory for the
investigation of soil and building materials interface friction has taken its place
in the literature as the direct shear box test. The advantage of this test is that
both the internal friction angle of the soil and the interface friction angle of
the soil with the building material can be obtained under similar boundary
conditions. Thus, the strength parameters of the material are obtained.
Definitely, more comprehensive tests such as triaxial tests are needed to obtain
elastic material parameters. By using all these material parameters, stress strain
analysis of geotechnical structures can be performed with numerical methods
such as the finite element method. In this context, the stress strain analysis of a
single pile was investigated by the finite element method, strength parameters
and the pumice sand concrete interface friction angle, which were obtained in
the laboratory of the loosely prepared pumice sand.
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1. Introduction

In the design of geotechnical structures, it is necessary to know the
interface friction angle between the soil and the construction material.
There are many studies on the determination of the interface friction angle
between the construction materials and soils. The main studies can be listed
as; Potyondy (1961), Uesugi and Kishida (1986), Uesugi et al. (1990), and
Jardine et al. (1993).

Potyondy (1961) presented a very comprehensive study examining the
interface friction of dry and saturated sand with wood, concrete and steel
materials. Tests were carried out in a direct shear box with a square section
of 60x60 mm. Author stated that the interface friction angle (§") varies de-
pending on the water content, the particle size distribution, the density of
the solil, the stress level, and the surface roughness of the construction mate-
rial used. Author concluded that on very rough surfaces, the interface peak
friction angle (6 i)> approaches the peak value of the internal friction angle
of the soil (¢°,,), but in all cases it is obtained as §'<¢".

Uesugi and Kisihida (1986) studied a range of dry sand and steel interface
frictions with simple shear test. Authors stated that the type of sand used
and the steel surface roughness were very effective on the interface friction,
whereas the normal stress and mean grain size had less eftect. Authors also
concluded that if the steel surface is smooth enough, sliding occurs at the
steel-sand interface, but if the steel surface is sufficiently rough, shear failure
occurs in the sand mass.

Uesugi et al. (1990) investigated the sand-concrete interface friction
under cyclic loading with a simple shear test. They noted that under
monotonic loading, tangential displacement mostly occurs in the sand mass
at the yielding condition. They emphasized that the tangential displacement
after yielding is mostly due to interface sliding. They stated that a shear band
is formed at the sand-concrete interface and the shear stress ratio occurring in
this shear band is smaller than that of the dense sand sample. However, they
concluded that the friction at the sand-concrete interface is characteristically
similar to that at the rough steel-sand interface.

Jardine et al. (1993) performed a series of direct shear interface tests in
which they examined the interface friction of steel and various cohesionless
soils. In the experiments, the effects of relative density, mean grain size
and stress level on shear resistance were investigated. 10° higher internal
friction angle was obtained in dense sand samples than loose samples, and
that the initial void ratio and relative density of the sand had a significant
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effect on the peak internal friction angle. In all cases, the internal friction
angle tends to a similar critical state value of 33° after the dilation stops
and the shear stresses are balanced. Interface friction tests on the smooth
steel and smoother teflon materials, gave similar trends with the internal
friction tests on sand. Authors concluded that for each particular interface,
the initial relative density affects the amount of expansion and &’
the critical state interface friction angle (6°). The &', decreases inversely

but not

with D, and has the upper limit of the critical state internal friction angle
(¢'.5)- The sand samples tend to compress after yielding when the relative
density is less than 60% and to expand when it is greater than 70%. When
the relative stiffness is greater than 70%, mobilized §',, angles exceeding &'
with a margin increasing with relative density.

In this study, the internal friction angle of the pumice sand and the interface
friction angle between the pumice sand and the concrete were investigated
by direct shear box test in the laboratory. By using the test data obtained
for these materials, the stress strain analysis of the direct shear box test was
carried out using the finite element method. Thus, the test calibration was
done. Following this, the axial loading of the single pile in the pumice soil
was carried out again using the finite element method.

2. Materials and Methods

In this section, stress strain analysis of the friction pile in pumice soil
using the finite element method will be discussed. However, firstly, the
pumice soil internal friction angle and pumice soil concrete interface friction
angle obtained by direct shear box test in the laboratory will be explained. In
addition, the same shear box test will be numerically modeled with the finite
element method and parameter calibration will be performed.

2.1. Obtaining Pumice Sand Internal Friction Angle and Pumice
Sand Concrete Interface Friction Angle by Direct Shear Box
Test

As mentioned before, the gradation curve has a significant effect on the
internal friction angle and the interface friction angle. The gradation curve
of the pumice sand used in this study is given in Figure 1. The pumice
sand has a well-graded structure. In addition, the chemical properties of the
pumice sand are given in Table 1.

The concrete slab manufactured to be used in this study is given in Figure
2.a. The 28-day compressive strength of concrete was obtained as 25 MPa
from the results of the one-dimensional loading test performed on the cube
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specimens produced from the same concrete mixture. The concrete slab,
which has a very rough surface, placed in the lower cell of the shear box is
given in Figure 2.b. The top cell of the shear box is added to this is given in
Figure 2.c. The pumice sand placed in the upper cell of the shear box is given
in Figure 2.d. Shear box tests were carried out according to ASTM D3080
standard. Internal and interface friction tests were conducted under 100, 200
and 400 kPa normal stresses. The results of internal friction and interface
friction tests were given in Figure 3.a and b. Using this test results internal
friction and interface friction angle was found 36° and 33° respectively.

Table 1 Chemical properties of pumice sand (Cimen et al. 2020)

Content | Na,0 |MgO | ALO, |SiO, |P,0, K,0 |CaO |TiO, |MnO |Fe,0

2 2 278

% 53 1.1 171 (609 |02 |50 |3.0 (03 0.1 3.2

2.2. Finite Element Modeling of Direct Shear Box Test

Shear box tests were modeled using the finite element method, similar to
Hegde and Roy (2018). In the analysis, the hardening soil model for pumice
sand and the Mohr Coulomb model for concrete were used. The material
parameters used in the analyzes for both materials are given in Table 2 and
the analysis results are given in Figure 4. The geometric models, loading
state and boundary conditions are given in Figure 4.a-1 for the pumice sand
internal friction angle test and in Figure 4.b-1 for the pumice sand concrete
interfacial friction angle test. Although the boundary conditions and loading
conditions are the same in both experimental models, the materials in the
base geometry in the first and second experiments are pumice sand and
concrete, respectively. However, the interface element is defined between
materials in the interface friction angle test model. Horizontal displacement
values for both experimental models are given in Figure 4.2 and 3 as shading
and vectors. Finally, the relative shear stresses were obtained as given in
Figure 5.3.
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Figure 1 Gradation curve of pumice sand
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Figure 2 a) Concrete plate, b) Concrete plate in base cell, c) Concrete
plate in base cell and top cell, d) Top cell filled with pumice sand
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Figure 3 a) Direct shear internal friction angle test results of pumice
sand, b) Direct shear interface friction angle test results of pumice sand
and concrete
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2.3. Modeling of Friction Pile in Pumice Sand

The material parameters of pile and pumice sand are given in Table 2.
The geometric model was chosen as axisymmetric and the pile diameter was
used as Im. The pile is modeled as a linear elastic material. Groundwater
is not considered. In the model, an interface element is used between the
soil and the pile. A reduction in the internal friction angle, which is the soil
shear strength parameter, is applied on the interface element and the pile-soil
contact surface. From the previously mentioned shear box tests, the pumice
soil internal friction angle ¢ = 36° and the pumice sand-concrete interface
friction angle § = 33°. For the pumice sand, the interface reduction factor is
R = tan § /tan ¢ = 0.9. However, this value is generally used in the literature
for sands in the range of 0.8 - 1.0. Therefore, analyzes were performed for
the 0.8 and 0.9 values of the R reduction factor. The vertical displacement
values of the pile are given in Figure 5.b and c. Pile loading values and
corresponding maximum vertical displacement values are obtained as given
in Figure 6. The interpretation of these graphs will be discussed in the results
and conclusions section.



Table 2 Model parameters
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Parameter Pumice Sand Concrete Pile
Model Type Hardening Mohr Coulomb Linear Elastic
E (kN/m?) 10* 30x10° 30x10°
m 0.8 NA NA
v 0.3 0.2 0.2
R 30 35 NA
¢ (kN/m?) 1 365 NA
Poe 1 0 NA
y (kN/m?) 16 25 25
R 0.8-0.9 1 1
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Figure 4 1) Geometry, materials, loads and boundary conditions, 2)
Horizontal displacements (shading), 3) Horizontal displacements

(vectors), 4) Relative shear stresses
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Figure 5 a) Geometry and mesh b) Vertical displacement (R=0.9) c)
Vertical displacement (R=0.8)
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3. Results and Conclusions

Interface friction of concrete with pumice sand was investigated. Both
pumice sand internal friction angle and pumice sand concrete interface
friction angle were obtained in 60x60 mm square section direct shear box
tests. With the obtained test data, a direct shear box finite element model
was created and parameter calibration was done. In the internal friction
angle test model, horizontal displacements occur in both the upper and
lower parts (Figure 4.2.a), while in the interface friction angle test model,
horizontal displacements are only seen in the upper part (Figure 4.2.a). A
similar situation is also valid for the relative shear stresses given in Figure
4.4.a-b.

Using the parameters obtained from the shear box laboratory tests and
tinite element modelling, a pile model was created in the pumice sand. The
geometry, loading condition, boundary conditions and finite element mesh
of the created model are given in Figure 5.a. Analyzes were made by taking
the strength reduction coefficients of 0.9 and 0.8 in the interface element
used between the soil and the pile in the model. The maximum vertical
displacement values of the pile are given in Figure 5.b and ¢ for R = 0.9
and 0.8, respectively. R coefficient controls the shear strength in pile-soil
interface. The load values used in the pile model and the corresponding
vertical displacement values are shown in Figure 6. While both curves were
approximately coincident until the load value of 800 kN, a large deviation
was observed after this value. Following conclusion can be drawn from
here; At the pile-soil interface, yielding occurred at this loading level, plastic
deformations developed faster and settlement values were higher in the case
of R = 0.8 than in the case of R = 0.9. This result is consistent with the
result presented by Uesugi et al. (1990).
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Zararh Bitkilerin Tlaglanmasi icin Tarimsal bir
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Ozet

Tarimda yapay zeka destekli insansiz kara araglarinin tercih edilmesiyle agirt
kimyasal kullanimi ve gevre kirliligi ciddi oranda azaltilabilir. T{im arazinin
ilaglanmasi yerine tarimsal insansiz kara araglariyla lokal miidahalelerde
bulunulabilir. Istenmeyen zararli bitkiler lokal ilaglama yapilarak ortadan
kaldirlabilir. Aymi1 zamanda karadan yapilan ilaglamalarda havadan yapilan
ilaglamalara kiyasla ila¢ havada dagimayacagindan daha etkili ve saglikh
sonuglar alinabilir. Boylece zararli kimyasallarin tarim arazilerine etkileri
en aza indirgenir, daha verimli ilaglama yapilir ve kullanilan ilag miktar1
diiseceginden maliyet azalir. Bu ¢aligmada tarim arazilerindeki zararl bitkilerin
lokal olarak ilaglanabilmesi igin 6zgiin tasarima sahip otonom bir tarimsal
kara araci gelistirilmistir. Ara¢ dogadan esinlenerek tasarlanmig ve hafiflik i¢in
dretiminde aliiminyum profiller tercih edilmigtir. Aracin tarim arazilerindeki
hareketini kolaylagtirmak i¢in yenilikgi bir siispansiyon sistemi gelistirilmigtir.
Bu sistemle bozuk zemin etkilerini en aza indirmek hedeflenmistir. Araca
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yerlestirilen derinlik kamerasindan alinan verilerle robot igletim sistemi
tizerinden eg zamanh yol haritasi olusturulmaktadir. Tarim arazisindeki
zararh bitkilerin tespit edilebilmesi igin evrigimsel sinir aglari temelli bir tespit
algoritmas1 kullanilmugtir. Zararli bitkinin tespit edildigi anda ilaglanmas:
onemlidir. Aksi halde yanls ya da verimsiz ilaglama yapilmig olur. Kullanilan
tespit algoritmasiyla bu darbogazin {istesinden gelinmis ve gercek zamanda
en az gecikmeyle otonom ilaglama saglanmistir. Gelistirilen kara araciyla
yapilan saha testlerinde 40 cm yiiksekten %90 dogrulukla tarim arazisindeki
zararh bitki tespit edilip anlik olarak basarilt bir sekilde ilaglannugtir. Tlaglama
siiresince aracin konumu, pil titketimi ve ilag durumu gibi kritik parametreler
harici bir yer istasyonu iizerinden geligtirilen kontrol ve takip arayiiziiyle
es zamanl izlenmektedir. Aracin gii¢ besleme bilesenleri aracin diiz bir
arazide 1.5 — 2 saat siiresince gorev yapilabilecegi sekilde segilmistir. Bunun
yaninda araca yerlegtirilen giines pilleriyle aracin gorev siiresinin uzatilmasi
amaglanmugtir.

1. GIRIS

Cesitli sektorlerdeki insansiz arag kullanimindaki artig tarimda da kendini
gostermektedir. Ozellikle sehirlere goglerin artmast ile giftcilikle ugrasan in-
san niifusu azalmigtir. Bunun yani sira ig¢i maliyetlerindeki artigla tarimda
otonom ve insansiz araglara gegilmeye baglanmugtir. Tarimda ig giicti gerek-
tiren ciddi uygulamalardan birisi zararh bitkilerin ilaglanmasidir. Ekinlerin
ilaglanmamasi halinde tarim arazilerine ekilen bu {irtinlerin gelisgim stireci
olumsuz etkilenmektedir (Cimnar, Halipoglu, & Inal, 2014; Kara & Ata,
2021; Yazlik et al., 2019). Bunun yaganmamasi ve daha verimli ilaglaminin
yapilamabilmesi i¢in insansiz kara araglariyla ilaglama yapilabilir. Bu sayede
artan ilag maliyetleri de diisiiriiliir ve fiyat-performans agisindan daha denge-
li bir siireg yiiriitiilmiig olur (Karadol, 2017).

Cografi kogullarin uygun olmadig: bolgelerde insanlarin tarim arazilerine
erigimi sinirhdir. Hasat ve ekimin zor oldugu bu yerlerde ilaglama yapmak
haliyle zor olacaktir. Bu zorlugun iistesinden gelmek igin insansiz hava arag-
lart (THA) siklikla kullanilmaktadir (Sin & Kadioglu, 2019; Tiirkseven et
al., 2016). THA kullanimuyla birlikte daha rahat ilaglama ve bitkiye ulagim
saglanmugtir. Fakat hava araglarindaki tagima kapasitesi simirhdir ve bu arag-
larin aktif kullanim siireleri azdir (Ay & Ince, 2015). Bunlar artirilabilir fakat
bu sefer de maliyet ciddi oranda artacaktir. Kullanim siiresi ve tagima kapa-
sitesinin yani sira tarimda kullanilan genel bir THAnin bir kara aracina gore
tiziksel dayanimu diigiiktiir (Ay & Ince, 2015). Ayrica havanin riizgarh oldu-
gu giinlerde hava aracinin kullanimi pek miimkiin olmayacaktir ve havadan
sikilan zirai ilag bitkiye ulagmadan dagilabilir. Boylece verimsiz bir ilaglama
yapilmig olur. Burada sayilan olmusuzluklarin iizerinden gelmek ya da bu
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olumsuzluklar1 en aza indirmek igin insansiz kara araglar1 tercih edilebilir.
Clinkii insansiz kara araglar1 bir hava aracina gore hava kogullarindan daha
az etkilenerek daha kararlt ¢alisabilir.

Karadan ilaglama tizerine yapilan ¢aligmalardan biri Kadir ve Cevat tara-
findan gergeklestirilmistir (Sabanc1 & Aydin, 2014). Onlar yaptiklar: gahs-
mada sabit bir platform kurmuslardir. Belirledikleri pancar bitkisi arasindaki
yabanci bitkilerin tespitini goriintii iglemeyle gergeklestirmislerdir. Goriintii
isleme sayesinde platformun altina gelen bitki taninmig ve ilaglama yapil-
mugtir. Fakat platformun ray benzeri bir sistem iizerinde hareket etmesinden
dolay1 sabit olmast sunulan sistemin tarim arazilerindeki kullanimini zorlas-
tiracaktir. Goriintii igleme teknigiyle bitkilerin taninmasi kullanigh ve etkili
bir yontem olmasina ragmen sunulan platformun ¢gogu tarim arazisine uygu-
lanmasi zordur. Raza ve arkadaslart (Saeed, Tomasi, Carabin, Vidoni, & von
Ellenrieder, 2022) insansiz kara araglarinin tarima entegre edilmesi tizerine
caligmuglardir. Onlar bir benzetim (simiilasyon) ortaminda galigmalarini ger-
geklestirmiglerdir. Kapali alanda sanal bir ortam kurmuglardir. Kapali alan ol-
masindan dolay: ¢ikarilan haritada lidar kullanilmistir (Zou, Sun, Chen, Nie,
& Li, 2022). Lidar ile sinirlart belirli bir alan taranmig ve harita gikarilmugtir.
Cikarilan bu haritay1 gergek sistem tizerinde kullanmiglardir. Sunulan sistem
genig tarim arazilerinde uygulanacak sekilde gelistirilebilir.

Yuanyuan ve arkadaslar1 (Song, Sun, Li, & Zhang, 2015) zararh bitki-
lerin tespiti ve ilaglanmasi tizerine galigmistir. Yaptiklar1 ¢aligmada ilaglama
islemlerini iki kisimda incelemislerdir. Bu kisimlar bitki tespiti ve ilaglama
olarak ele almiglardir. Bitki tespiti; makine goriigii (machine vision) ile spekt-
ral algilama (spectral detection) lizerine yapilmistir. Bitkileri etkisiz hale ge-
tirme iglemi igin ise mikro ilaglama (micro-spray), kesme (cutting), 1s1l iglem
(thermal) ve elektrikle oldiirme (electrocution) tekniklerini 6nermislerdir
(Song et al., 2015). Kendileri mikro ilaglama iizerine yogunlagmislardir.
Kullandiklar1 bu ilaglama sistemi ile ¢ tiir ilaglama iizerinde durmuglardir;
1) alansal ilaglama, 2) siitun ilaglama ve 3) bitkinin dogrudan konumu iize-
rinden ilaglama (Slaughter, Giles, & Downey, 2008). Fakat alansal veya sii-
tun ilaglama diger bitkilere ve topraga zarar verecegi igin ¢ok tercih edilme-
migtir. Bizler de bu uygulamalar1 géz 6niinde bulundurarak nozzle sistemi
kullandik. Boylece daha rahat ve elverisli bir ilaglama saglamis olduk. Ayrica
gelistirilen ilaglama sistemiyle ilag tasarrufu saglamanimn yaninda ilaglanma-
mas1 gereken diger bitkileri de korumusg olduk.

Bu ¢aligmada insansiz kara araglarinin tarimda daha efektif kullanilmasina
yogunlagilarak 6zgiin bir insansiz kara araci gelistirilmistir. Arag gelistirilir-
ken gesitli tarim arazileri géz 6niinde bulundurulmusgtur. Aracin tarim arazi-
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lerine uygunluguyla kullanim alani genisletilmigtir. Bu sayede ¢esitli bitkilerin
daha verimli ilaglanmas1 ve tespiti i¢in zemin hazirlanmistir. Gelistirilen ve
arag lzerinde ger¢ek zamanda calisan tespit sistemiyle bitkiler bagariyla tes-
pit edilmistir. Tespit edilen bitkiler otonom bir sekilde ilaglanmugtir. Tlaglama
islemi goriintii igleme ile e§ zamanl ¢aligmaktadir. Tespit igleminin rahatlikla
yapilabilmesi i¢in aracin lizerine bir kamera yerlestirilmistir. Ayrica arag {ize-
rine paneller konulmusg ve bu panellerle giines enerjisinden faydalanilmistir.
Boylece ¢alisma siiresinin uzatilmasi hedeflenmistir. Aracin boyutunun orta
diizeyde olmas: kiiglik tarim arazileri ve bahgeler i¢in uygunlugu artirmak-
tadir. Bu sayede aracin kullanim alaninin genigletilmesine katki saglanmugtir.

2. MATERYAL VE METOT

2.1. Tarimsal Insansiz Kara Aracinin Mimarisi

Arag ekipmanlar1 aracin engebeli ve kotii hava kogullarinda verimli ¢ahs-
masini saglayacak gekilde secilmistir. Bu nedenle arag 4x4 hareket sistemine
sahiptir. Aracin tekerleklerine entegre edilen her elektrik motoru yaklagik 200
W giig tiretmektedir. Bu motorlar bir kontrol kart1 iizerinden elektronik hiz
kontrolciileriyle (ESC) siiriilmektedir. Kontrolcii olarak 168 MHz hiza ve 2
MB hafizaya sahip Pixhawk kontrol kart1 tercih edilmistir (ArduPilot, 2021).
Kart iginde GPS, IMU, jiroskop, barometre ve pusula sensorleri barindir-
maktadir. Ayn1 zamanda bu 6zellikleri anlik olarak takip edebilecek arayiize
sahiptir. Aracin otonom hareketi igin Nvidia Jetson Nano karti (NVDIA,
2022) ile motorlar arasinda koprii gorevi gormektedir. Otonom hareket ha-
ricinde uzaktan kumanda kontrolii de Pixhawk kartryla saglanmaktadur.

Hareket ve goriintii igleme algoritmalar1 2.1 GHz hiza ve 4 GB hafizaya
sahip 40 giris pinli Nvidia Jetson Nano kartinda ger¢eklesmektedir. Bu kart
ile z ekseninde 28 mm derinlik olusturabilen ve 30 FPS yayin yapabilen
Intel RealSense D4351 kamerast kullanilmaktadir (Intel, 2022). Ayrica go-
riintii algilama i¢in kullanilan 78 dereceye kadar diyagonal yayin yapabilen
1080p/30 FPS goriintii 6zelliklerine sahip Logitech G920 Pro kameras kul-
lanilmaktadir (Logitech, 2019). Aracin bu bilegenlerinin yaninda elektronik
bilesenlerinin tamamu Sekil 1’deki semada verilmigtir.
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Sekil 1. Insansiz kara aracinin elektronik bilesenleri

DC MOTORLAR

GUVENLIK
ANAHTARI

KONTROL KARTI
(PIXHAWK)

GPS MODULU RECEIVER
(MSN) (KUMANDA ALICIST)
YER ISTASYONU

Arag lizerinde ana ve yardimc olmak tizere iki adet kart bulunmaktadir.
Bu kartlardan ilki Nvidia Jetson Nano kartidir. Bu kart ana kart olarak gorev
yapmaktadir ve bitki tespiti igin gelistirilen algoritma bu ana kart {izerinde
kogmaktadir. GOriintii igleme i¢in kullanilan kamera Logitech G920 Pro’dur.
G920 Pro’nun tercih edilme amaci; 78 derece genis ag1 ve goriintii netligi
sunmasidir. Otonom siiriig i¢in ise Intel RealSense D4351 derinlik kamerasi
kullanilmigtir. Kullanilan D4351 kamerayla 28 mm derinlik algilamasi ile s1-
nirlar1 belirli olmayan yerlerde harita ¢ikarimi yapilabilmektedir.

Otonom bir gekilde ilaglama yapmak i¢in dogrudan ana kart tizerinden
su pompasina gikig verilmigtir. Diger kart olan Pixhawk ile ana karttan gelen
komutlar kontrol edilmistir. Kontrol edilen kisim motorlardir. Pixhawk karti
ile motor kontrolii ve aracin manuel olarak uzaktan kontrolii saglanmugtir.
Uzaktan kontrol igin Xbee S3b Pro haberlesme modiilleri kulanilmugtir.

Aracin sunulan elektronik bilegenlerinin gii¢ beslemeleri Li-Po batarya-
larla saglanmugtir. Bu bataryalar ayrica 420x360 mm boyutlarindaki 20 Watt
gii¢ tiretebilen giines panelleriyle desteklenmektedir. Bu sayede yenilenebilir
enerjiyle aracin gii¢ tiiketiminin belirli bir kism kargilanabilmektedir. Tlagla-

ma igin arag tizerinde yaklagik 3 It’lik bir ilaglama deposu bulunmaktadir. Bu
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depodan bir su pompasiyla saniyede 0.07 It'lik ilag aracin 6n kismindaki 4
yollu ilaglama sistemine iletilmektedir.

3. TARIMSAL INSANSIZ KARA ARACININ
MODELLENMESI VE URETIMI

Aracin mekanizmasinin dayanikli ve daha hafif olmasi igin gasi aliimin-
yum sigma profilden imal edilmigtir. Segilen malzemelerin dayanimlar: Sekil
2°deki stres analizleri yapilarak dogrulanmugtir. Bu analizler dayanim testleri
olarak adlandirilmaktadir. Dayanim testleriyle aracin dayaniklilig: tiretimden
once test edilmistir. Boylece olast harici harcamalarin 6niine gegilerek mali-
yet diistiriImiistiir.

Sekil 2. Dayanim testleri ad1 altinda aracimn gesitli mekanik bilegenleri (a)
sasi, (b) jant, (c) slispansiyon ayar parcas1 ve (d) siispansiyon govde i¢in

gergeklestirilen stres analizleri

Aracin siispansiyon sisteminde iiretim ve montajda kolaylik saglanmasi-
nin yani sira istenen yumusakligi vermesi i¢in gekme yay sisteminden olugan
bir yap1 kullanilmugtir. Bu sayede aragtaki bilegenlerin maruz kalacagy titregim
diisiik seviyelerde tutularak olas1 yorulmalarin 6niine gegilmeye ¢alisiimistir.

Aracin jantlarimin hafif ve dayanikli olmasi igin ABS tiirti filament kul-
lanilarak 3 boyutlu bir yazicidan basim yapilmugtir. Jantin i¢ yapisi igerisine
kagabilmesi muhtemel kumlart hareket ettik¢e digart atacak sekilde tasarlan-
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mugtir. Lastik olarak kauguk lastikler tercih edilmis ve lastiklerin zemine tu-
tunmasini kolaylagtirmak igin baliksirtt desenli plastik zincirler kullanilmistur.

Aracin toprak zeminde rahat hareket edebilmesi ve topraga saplanmama-
s1i¢in Tablo 1’deki parametreler {izerinden motor segimleri yapilmugtir. BOy-
lelikle arag ufak toprak veya tag pargalariyla kargilagtiginda sikintisiz olarak
ilgili engeli agabilecektir. Bu yiizden motor segimi esnasinda aracin kiitlesi,
teker gap1, agirhg, gidilecek yolun egim bilgisi ve maksimum ivme belirlen-
melidir.

Tablo 1. Motor se¢iminde kullanilan parametreler ve bu parametrelerin

degerleri

Parametreler Parametrelerin Degerleri

Aracin Kiitlesi 30 kg

Teker Cap1 (R) 022m

Aracin Yere Uyguladigi Kuvvet | 30 x 9.81 =294.3 N

Giivenlik Katsayisi 3

Motor Verimi %60

Egim Agisi %10 egim = arctan(%egim) = arctan(10/100)
=5.7°—>0a=5.7°

Maksimum Ivme 0.2 m-s?

Yuvarlanma Direng Katsayisi (f) | 0.035
Kiitle Katsaysi (c) 0.9

Aracin kara yiizeyinde hareket ederken kargilasacag: engellerden biri de
yuvarlanma direnci (R )’dir. R, Es. 1 {izerinden hesaplanmugtir. Aracin kal-
kigt ve diizgiin bir sekilde seyri igin R ’nin hesaplanmasi kritiktir. Araca gos-
terilen dig direnglerden bir tanesi ise meyil direnci (R, dir. R, Es. 2 tize-
rinden hesaplanmugtir. Aracin motor se¢imi igin motor giiciiniin ne kadarlhk
bir egime kargt direng gosterecegi onemlidir. Gosterilen dig etkenlerden bir
digeri ivmelenme direnci (R)’dir. R,, Es. 3 {izerinden hesaplanmigtir. Aracin
ivmelenmesi ise aracin belirli ve ideal bir ivme ile gitmesi igin 6nemlidir. So-
nug olarak gosterilen direnglerin toplam: (R, )
hesaplanmigtir. Hesaplanan toplam motor kuvveti {izerinden tekerleklerin

tizerine diigen kuvvet Es. 5 ile hesaplanmugtir. Hesaplanan tek motor kuvveti

ile gerekli motor kuvveti

tizerinden Eg. 6 kullanilarak motor basina diisen tork bulunmusgtur. Bulunan
tork ile Es. 7 tizerinden kullanilabilir tork degeri hesaplanmugstir. Son olarak
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Es. 8 ile %60 verimlilikte gerekli olan gii¢ ve toplam tork degerleri hesap-
lanmustur.

R=Gf Es. 1
(294.3) x (0.035) = 10.3 N
R =G.sin(a) Es. 2

(294.3)sin(5.7°)=29.22 N

R=cG.ayg Es. 3
(0.9)x(294.3)x(0.2)/(9.81)= 11.2 N

R, =R +R, +R, Es. 4

toplam

(10.3)+(29.22)+(11.2)= 50.72 N

_ Rmplﬂm
R1,2,3,4_ 4 Es. 5
(072)_ 168N
4
R

T=(R,;)x (?) Es. 6
12.68 x0.11= 1.4 N.m
Kullamlabiliv Tovk Degeri = T x Giivenlik Katsayist Es. 7
14x3=4.2Nm

Txn
P = Es. 8

9554 :

42x30 _ 158> w, P,

o =26.36 W, T= 0229554 _ 53 7 )y,
9554 36
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4. GORUNTU ISLEME VE YABANCI BITKI TESPITI

Caligmanin goriintli isleme kisminda kameradan veri almak, bu goriin-
tiileri doniigtiiriip ¢esitli iglemlere sokmak igcin OpenCV kiitiiphanesi ter-
cih edilmistir. Yabanci bitkilerin tespiti igin ger¢ek zamanli nesne tespitinde
kullanilan ve diger algoritmalara gore daha hizli ve daha yiiksek ortalama
kesinlik degerine sahip olan Yolo algoritmasi tercih edilmigtir. Ayrica bitkinin
tespit edildigi anda ilaglanmast 6nemlidir. Bu nedenle kullanilan tespit algo-
ritmasinin yiiksek FPS vermesi gerekmektedir. Yolo algoritmas: Sekil 3’teki
grafige gore diger algoritmalara nazaran daha yiiksek FPS saglamaktadir.
Bunun yaninda sunulan ¢aligma i¢in YOLOv3 ve YOLOV4-tiny modellerini
kargilagtirmak adina 200 adet resimden olusan kiigiik boyutlu bir veri seti
hazirlanmistir. Hazirlanan veri seti egitim ve test verilerine ayrilarak 6nerilen
Yolo modelleri iizerinden egitimler yapilmigtir. Modeller kargilagtirildiginda
daha hizli olmas: sebebiyle bu ¢aliymada YOLOv4-tiny modelinin kullanil-
masina karar verilmigtir.

Sekil 3. Nesne tespit algoritmalarinin FPS parametresi {izerinden
karsilagtirilmasi (Aleksey Bochkovskiy, 2020)

YPLO\M - 64.2% APS0

——CSP — LRE [ICCV 2019]
) | e YOLOV3 +RFBNet [ECCV 2018]
Y RefincDet [CVPR 2018]—+Pelee [NeurIPS 2018]
A —CenterNet ~+~ThunderNet |[LCCV 2019|
B = YOLOv3-finy —=YOLOV3-tiny-PRN [ICCVW 2019
. ~M2Dct [AAAL2019]  ~-PFPNct [ECCV 2018]

=

T+4 e 99
TINGH19 YOLOvA-tiny - 40.2% APSO
+200 e -

\|+6.3° Tl
\| H1Agh

by

MS ( '(')( '(') Object i h‘.rcc_t_irm APy,

»
(]

”
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FPS [1080Ti)

Yabanct bitkilerin tespiti igin veri seti olugturulurken bitkinin farklr agilar-
dan ve birden fazla zeminde videolar1 gekilmistir. Cekilen videolardan gerek-
li resimler boyutlandirilip ayrigtirilmigtir. Ardindan OpenCV Kkiitiiphanesi
kullanilarak resme dondiirme, tuz-biber giiriiltiisii ekleme, bulaniklagtirma,
parlaklik ayar1 degisimi, kaydirma islemleri uygulanarak veri seti genigletil-
migtir. Caligma stiresince 2 farkl veri seti hazirlanmugtir. Toplanan 3720 adet
bitki gorseli labellmg programi kullanilarak Yolo modeline uygun olarak eti-
ketlenmigtir. Egitim ve test igin kullanilacak veriler; %10’u test, %9071 egitim
olacak gekilde ayrigtirilmig ve egitim i¢in hazirlanmugtir. Bu iglem tamamlan-
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diktan sonra C ve CUDA ile yazilmug agik kaynakl bir sinir ag1 gergevesi olan
Darknet kurulmug ve kendi veri setimizin egitimi i¢in YoloV4-tiny’e gore
diizenlenmistir. Diizenlenen Darknet Google Drive kullanilarak Google Co-
lab programlama ortamina dahil edilmistir. Google Colab iizerinden egitim
islemi gergeklestirilmigtir. Egitim sirasinda dogruluk ve kayip degerlerinin
degisimini gosteren grafik Sekil 4’te verilmistir.

Sekil 4. Dogruluk ve kayip grafigi

oo <
; e

1000 1200 1400 1600 R0

0 =0 ano Ce CEo ]
current avg loss = D.0624 iteration = 200D approx. time left = 0.03 hours
Fress ‘s’ to save ; chart.png — Zaved Iteration number in cfz max_batches=2000

Sekil 4teki grafigin y ekseninde kirmizi renkle dogruluk degeri, yine ayni
cksende mavi renk ile kayiplar gosterilmektedir. Dogruluk degeri mAP ile
sembolize edilmigtir. Grafigin x ekseni iterasyon sayisini gostermektedir.
Toplamda 2000 adet iterasyon yapilmistir. En yiiksek dogruluk degerinin
elde edildigi iterasyondaki agirhiklar alinarak egitim tamamlanmugtir. Egitim-
den elde edilen agirlik dosyalart kullanilarak Python dilinde, OpenCV’nin
DNN modiilii kullanilarak bir tespit algoritmasi hazirlanmigtir. Bu algorit-
ma test igin gekilen resimler, videolar ve gergek zamanl alinan goriintiiler
kullanilarak test edilmistir. Test agamasindan elde edilen sonuglardan bazilar
Sekil 5°te verilmistir.
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Caligma siiresince kargilagilan problemlerden biri algoritmanin yabani
bitkiyi tanimasinda harcadig siiredir. Arag hareket ederken tanima iglemi
gergeklestireceginden 2-3 saniyelik tanima igin harcanan siire bitkinin tanin-
masina imkan taninmadan aracin tizerinden gegip gitmesine sebep olmakta-
dir. Bu ciddi bir sorundur. Bu agamada veri setinin kalitesi ve algoritmanin
verimli bir gekilde hazirlanmasi 6nemlidir. Segilen YOLO v4-tiny algoritma
modeli ile benzer igeriklerin yer aldig: veri setinde temizleme yaparak veri
boyutunun azaltilmistir. Verinin daha hizli sekilde tanimlanmasi igin veri se-
tinin her bolgesinin incelenmesi yerine tanimlanacak cismin olabilecek pixel
araliginda incelenmesi saglanmigtir. Boylece tanimlama iglemi daha kisa sii-
reye indirilmigtir. Bu konuda yaptigimiz iyilestirmeler sayesinde arag hareket
ederken durmaksizin bitkiyi tanima ve imha etme islemini hatasiz bir sekilde
gergeklestirebilmektedir.
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Sekil 6. Gelistirilen tarimsal insansiz kara aracinin farkli agilardan
gorunimii

5. ARASTIRMA SONUGLARI VE TARTISMA

Caligmanin sonunda aracin anlk durumunu gorebilmek ve kontrol edi-
lebilmek igin Sekil 7’deki arayiiz gelistirilmistir. Gelistirilen arayiiz sayesinde
bir yer istasyonu iizerinden aracin uzaktan kablosuz kontrolii saglanmak-
tadir. Arayiiz {izerinde aracin anlik konumu, tespit edilen yabanc bitkinin
goriintiisii, aracin hareket kontrol paneli, aracin hiz-durum gostergeleri ve
sliriig i¢in otonom ve manuel mod segenekleri bulunmaktadir. Buradaki ara-
yiizden yapilan saha testleri sonucunda elde edilen veriler goriilebilir.

Geligtirilen aragla yapilan saha testlerinden sonra aracin govdesi ile teker-
lekleri arasindaki baglantinin tek tarafli yatakli olmasindan kaynakl aracin
ylriir sisteminde sikintilar tespit edilmistir. Tekerlekler tek tarafli yataklan-
digindan zamanla lastikler yere agili basmaktadir. Bunun Oniine ge¢mek igin
ilerleyen ¢aligmalarda tekerleklerin ¢ift tarafh yataklanmas: diigtiniilmektedir.
Ayrica arag daha iyi bir GPS modiiliiyle desteklenecektir. Bu sayede daha
kesin konum bilgilerinin elde edilmesi amaglanmugtir.
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Sekil 7. Aracin uzaktan kontrolii ve izlenmesi icin gelistirilen arayiiz

6. SONUGC

Bu galiymada tarimdaki fazla ila¢ kullaniminin 6niine ge¢mek ve lokal
olarak daha verimli bir ilaglama yapabilmek i¢in 6zgiin tasarima sahip in-
sansiz bir kara araci gelistirilmistir. Arag tizerinde tarim alanlarindaki isten-
meyen yabani bitkilerin algilanmast igin bir tespit sistemi bulunmaktadir. Bu
tespit sistemiyle istenmeyen yabani bitkiler yiiksek dogrulukla tespit edil-
migtir. Bitkilerin tespiti ger¢ek zamanda ve hizli bir sekilde yapildigindan
ilaglama esnasindaki gecikmeler en aza indirilmistir. Bitkiler, tespit edildikleri
anda yine arag tizerindeki ilaglama sistemiyle anlik ve lokal olarak ilaglanabil-
mistir. Tlaglama iglemi otonom yapilmistir. Arag gercek saha sartlarinda test
edilmigtir. Gelistirilen kara aractyla yapilan saha testlerinde 40 cm yiiksekten
%90-95 dogrulukla tarim arazisindeki zararl bitki tespit edilip anlik olarak
bagaril bir gekilde ilaglanmugtir. Bu testler sirasinda yabani bitkiler bagartyla
taninmig ve aracin lineer-agisal hiz verileri, aragta depolanan ilag miktari,
bataryalarin doluluk oranlar1 ve tespit edilip ilaglanan bitki sayilar1 gibi kri-
tik parametreler harici bir yer istasyonu olarak gelistirilen arayiiz {izerinden
ger¢ek zamanda izlenmigtir.
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Boliim 14

Yaprak Yaylarda Yorulma Analizi
Giiven Ege Erkman'

Ozet

Bu ¢aliyma, yaprak yaylarin bir dier ismiyle makas yaylarmin bilgisayar
ortaminda SolidWorks 2018 programindan yardim alarak tasarlanip ardindan
yine bilgisayar ortaminda Ansys Workbench 18.1 programindan yardim alarak
analizlerinin yapilmasini amaglanmistir. Yapmig oldugumuz bu galigmada
gergekte tiretilmis (Tip — 1) olan parabolik yaprak yay numunesini bilgisayar
ortaminda tasarlaylp ardindan sonlu elemanlar analizi yaparak gerekli
incelemeler yapilmistir. Ayrica aradaki farki daha net gorebilmek amaciyla
numunenin Olglilerini degistirilmis versiyonla (Tip — 2) analiz yapilmustir.
Yapilan incelemeler de alt bagliklar halinde yazilmistir. Bu galigmanin temel
amaci kisa bir siire igerisinde yaprak yayimn hem tasarimini yapmak hem de
tiretilen yaprak yaylarin fiziki testlere ihtiyag duymamiza gerek kalmadan seri
iiretime baglayabilmemizdir.

1.Giris

Yaprak yaylar halk arasinda bilinen ad1 makas yaylar, motorlu tagitlarin arka
stispansiyon donanimlarinda kullanilan bir materyaldir. Giiniimiizdeki oto-
mobillerde gok kullanilmamaktadir. Gliniimiizde daha ¢ok is makinelerinde
veya ticari araglarda siklikla kullanildigr gortilmektedir. [1]

Yaprak yaylar, tekerlek ve arag sistemleri arasinda baglantidan sorumlu
olan bir elemandir. Ayn1 zamanda yolda olusan bozukluklara karg: titregim-
leri soniimlemekle gorevli olan bir sistemdir. Diger bir degisle yaprak yaylar
stirlig konforunu korumaya yardimei olmaktadir. Yaprak yaylar yassi ¢elikten
bant seklinde kivrilarak yapilmaktadir. Ince yapragin uzundan kisaya dogru
iist iiste gelmesiyle olugmaktadir ve bunda da biikiim ad: verilmektedir. Bu
baglamanin amaci yaprak yaylarin esnemesi durumunda kirilmamast, egil-
mege zorlanmasidir.[2]

Yaprak Yaylarin pargalar1 $ekil-1 de gosterilmigtir.

1 Yiiksek Lisan Ogrencisi, Kirsehir Ahi Evran Universitesi, Makine Miihendisligi Boliimii,
Kursehir, Tiirkiye, egeerkman95@gmail.com, Orcid: 0000-0003-4804-5753
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Sekil 1- Yaprak Yay Baglant1 Elemanlar:

Yaprak Yay parqa listesi agagida liste halinde mevcuttur;
Merkez Crvata
Kelepge
Yaprak Yay ya da Biikiim

1

2

3

4. Baglant1 Kiipesi
5. Yay Gozii

6

Lastik Burg

Yaprak Yaylar bir diger adiyla makaslar, merkez civata tarafindan birbirine
baglanir. Merkezden uglara dogru kaymayi engelleyen kelepgeler yardimiyla
yapraklar yani bir diger adi biikiimler birbirine tutturulur. Kelepgenin go-
revi yapraklarin yani biikiimlerin diizgiin bir hizada tutmaya ¢aliymaktadir.
Bunun diginda kelepgelerin gorevi yaprak yaylarin yaylanma hareketi esna-
sindan yapraklarin yani biikiimlerin birbirinden ayrilmasini engellemektedir.
Baz1 yaprak yaylarin yani makaslarin igine pul konularak egilme esnasinda
iist liste olan biikiimlerin kayma imkani saglanmaktadir. Bunun sebebi ise
yaprak yaylarin kirilmasini 6nlemektedir. Ayrica yaprak yaylarin sayist arttik-
¢a ylik miktart da artmaktadir. Sekil — 2’de yaprak yayin yiiksiiz ve tam yiiklii
halleri gosterilmigtir.



Giiven Ege Evkman | 269

Sekil 2 - Yaprak yayin yiiksiiz ve ve tam yiiklii halleri gosterilmistir.

YWikslz Yay Yay Tam Yki0 Yay
'.'-,‘::\:_ i — _:.‘.—"_-'tj:'""_ _1-——4'_7 =
“ay Kijpesi

Yaprak yaylarin yani makaslarin en uzun yayin uglarina kivriml bir gekil-
de yay gozii olusturulmustur. Yay goziinden yay askisina kadar olan kisim
bir civata yardimiyla asilmigtir ardindan civata ve askidaki yuvanin arasina
kauguk bur¢lar monte edilmigtir. Bu islem sayesinde metallerin birbirlerine
olan temas: engellenmis olur. Kauguk burglarin bir 6zelligi daha vardir. Bu
ozellik, kauguk burglar titresimleri {izerlerine geker yani titresimleri lizerine
alir ardinda yapisi geregi kendi yapilarinda iizerlerine almig oldugu titregim-
leri soniimlerle yani titresimleri yok ederler. Kauguk burglar titresimleri yok
ettiklerinden dolay gasiye titresimi iletmesine engel olmaktadir. Bunun di-
sinda kauguk burglar yay egilme ¢aligirken yay goziiniin ileri geri biikiilmesi-
ne miisaade etmektedir.[1]

Yaprak yaylar (makaslar) kullanim alanlarina gore agsagida siralanan 6zel-
likleriyle bilinmektedir bahsi gegen 6zellikler agagida maddeler halinde su-

nulmustur;

* Yaprak yaylar sabittir. Uygun pozisyonda aksin igerisine aldiklarindan
baglant1 pargalarina gerek yoktur. Fakat biiyiikliigii nedeniyle ¢ok yer
kaplamaktadir.

e Agir hizmet kullanimi yani 1§ makineleri i¢in oldukg¢a dayaniklidir,
fakat tiretimi zordur.

* Yaprak ig siirtiinmeleri nedeniyle yol yiizeyinden meydana gelen kii-
ciik titresimleri soniimlemeleri zordur.

*  Siiriis konforu diger siispansiyon sistemler ile kargilagtirdigimizda iyi
degildir. Bu sebeple yaprak yaylar biiyiik ticari araglarda kullaniimak-
tadur.

*  Kalkig ve durug sarsintilarini kolay bir gekilde soniimlenmektedir.

* Yapraklarin stirtiinmesinden dolayr diizenli bakim gerektirmektedir.

[3]
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2. Yorulma

Makine elamanlar1 galigtiklart kogullara gore dinamik yiiklere ve vibras-
yonlara maruz kalabilmektedirler. Bu maruz kaldig1 durumlar belirli gerilme-
lere maruz kalmaktadirlar. Bu gerilmeler sonucunda makine elemanlarinin
ylizeyinde gatlamalar ve daha sonrasinda ylizeyinde parga ayrilmasi seklinde
hasara yol agmaktadir. Bu olaya da yorulma denilmektedir.[4]

2.1. Yorulma Literatiir

Malzemelerin yorulma davranisi, 150 yildan fazla bir stiredir arastirma
caligmalarinda konu olmustur. Giiniimiizde teknolojinin ilerlemesi sayesinde
makine elemanlarinin 6mriinii tahmin etmek ge¢mis yillara gore daha kolay-
dir. Yorulmadan kaynakli olarak diisiiniilen ilk kazalar 1840°’l1 yillarda mey-
dana gelen demir yolu kazalariydi. Bu kazalarin sebebi demiryolu raylarini
birbirine baglantili olan baglant1 par¢alarinin diizenli araliklarla hasara ma-
ruz kalmasiyd: ve daha kullanilamayacak halde oldugunu fark edilmesiydi.
Bu kazalarin sebebi anlagildiktan sonra 1840 ve 1850 yillar1 arasinda “yorul-
ma” kelimesi tekrar eden gerilmelerden kaynakli olan arizalarin tanimlamak
i¢in denilmigtir. Ardindan tekrarlanan gerilimler nedeniyle olusan kirilmalara
ya da hasarlar1 tanimlamak amagl giiniimiize kadar yorulma olarak kullanil-
migtir.

1850 ile 1860 yillar1 arasinda yorulmalarin Onciilerinden olan August
Wohler laboratuvar kogullarinda tekrarlanan gerilmeler altinda birgok yorul-
ma testi yapmuistir. Bu deneyler ise 1840l yillarda meydana gelen demir yolu
kazalar ile ilgiliydi. August Wohler demir yolu kazalarini aragtirma amagh
kendine yorulma test diizenegi kurmustur. August Wohlerin yorulma test
diizenegi Sekil-3’de gosterilmistir.

Sekil 3 - Agust Wohler yorulma test diizenegi
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Agust Wohler, gerilme ve 6miir diyagramlari kullanarak yiiksek gerilme
genlikleri ile yorulma omriiniin nasil azaldigim gosterebilmigtir ayrica ge-
rilme genligi alunda test numunelerinin kirilmadigini gosterebilmistir. Bu
ispat1 sayesinde Agust Wohler yorulma igin gerilme araliginin maksimum
gerilmeden ¢ok daha 6nemli oldugunu gosterebilmistir. Agust Wohler den
sonra gelen arastirmacilar Wohlerin ¢aligmalarini dogrulad: ve ¢aligmalarini
genigletmiglerdir. Caligmalar1 devam ettiren aragtirmacilardan biri olan Ger-
ber ekibinin yardimui ile gerilmenin etkisini aragtirmiglardir. Bir diger aras-
tirmaci olan Goodman’da ortalama gerilme ile ilgili basitlestirilmis bir teori
onerebilme bagarisini gosterebilmistir. 1870 ile 1890°I yillar arasinda gegen
siire zarfinda Gerber ve Goodman gibi bir¢ok aragtirmact Agust Wohlerin
151k tuttugu bu aragtirma konusunu genisletmislerdir ve her biri gelecekteki
insanlara bu bilgileri miras birakmuglardir.

Bu mirasin pargalarindan biri olan Bauschinger 1886 yilinda elastik ol-
mayan ve deformasyona neden olan zit yonde bir yiik uygulamigtir daha
sonra geki ve basidaki akma dayaniminin azaldigini gosterebilmistir. Baus-
chinger’in yarattig1 bu olay bize elastik olmayan gerinimin metallerin ~ ge-
rilme — gerinim davramigini degistirebileceginin ilk gostergesiydi. Bu arastir-
macilara ek olarak 1900°Li yillarin baginda Ewing ve Humpfrey ekleyebiliriz.
Ewing ve Humpfrey yorulma mekanizmasi ¢aligmalarini devam ettirebilmek
amaciyla optik bir mikroskop kullanmuglardir. Bunun sebebi ise lokalize giz-
gileri ve mikro gatlak olusumuna neden olan kayma bantlarin1 gézlemlemeyi
amaglamuglardur.

1910 yilinda giintimiizde de sik¢a kargilagtigimiz Basquin’in sonlu omiir
bolgesindeki degigken gerilme sayis1 ve hasar gevirim sayisidir (giiniimiizde
S-N olarakta bilinmektedir). Basquin gerilme ve hasar gevirim sayis1 arasin-
da logaritmik dogrusal bir iliski olabilecegini bilim diinyasinda gostermistir.
Basquin buldugu denklem giincellemeler ile giiniimiizde sonlu 6miir yorul-
ma davraniglarini temsil edecek bir gekilde hala kullanilmaktadir. 1924 yilin-
da ise aragtirmacilardan biri olan Palmgren degigken genlik yiiklemesi igin
dogrusal bir kiimiilatit hasar modeli meydana getirmistir. Palmgren meyda-
na getirmis oldugu modeli kiiresel yatak tasarimu igin istatiksel dagilimlarina
dayanarak kullanimini gergeklestirmistir.

1930°Iu yillara geldigimizde bazi yorulma otomobil endiistrisi sayesinde
ilerleme gostermigtir. Bunun nedeni ise otomobil endiistrisinde bilya piis-
kiirtme yontemi bulunmasindan dolayi.[5] Bilya piiskiirtme yontemi, mal-
zemelerin iizerinde yapilan inovatif yani bir diger adiyla yenilikgi ¢aligmalar
is1ginda gliniimiize kadar genis bir kullanim alanina sahip olmusturlar. Bilya
piiskiirtme yontemi ilk olarak otomobil endiistrisinde kullanilmasi ragmen
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giiniimiizde ise hava tagitlarinda da kullanilmaktadir. Eski zamanlarda mes-
legi demirci olan insanlar geki¢ darbeleriyle metallere gekil veremeye ¢aligir-
larmig hem de iyilestirmeye ¢aligmislardir. Giintimiizde ise bu olaya bilya
piiskiirtme (shot peening) denmektedir.[6]

Sekil 4 - Bilya piiskiirtme islemi

Bilya piiskiirtme isleminin onciilerinden olan Almen, pargalarin yiizeye
yakin tabakalarinda basi artik gerilme olusturulmasiyla beraber bu alandaki
gelistirmeleri dogru bir sekilde agiklamustir bu olay sonucunda ise artik ge-
rilme tireten diger proseslerin yani siireglerin ve bilya piiskiirtme yonteminin
kullaniminin destekgilerinden biri olmustur.[5]

1937 yilinda Neuber adindaki bilim insani ¢entiklerin gerilme gradyan
etkilerini ve temel blok konseptini diinyaya tanitmistir. Neuberin yarattigi
bu ¢aligma gentigin kokiindeki kiigiik bir hacim iizerinde olugan gerilmenin
gentikteki maksimum gerilmeden ¢ok daha 6nemli oldugunu gostermeyi
amaglamistir. Neuber’in yapmug oldugu ¢aligmanin yorulma konusuna olan
katkis1 ise kapali dongii servo hidrolik test sistemlerinin tanitilmasiyla yapal-
mugtir. Kapali dongii servo hidrolik test sistemi mekanik sistemlerdeki, par-
calardaki ve test numunelerindeki yiik ge¢migini daha iyi simiile edilmesini
saglamaktadir.

1970 yillarina geldigimizde ise Elber yorulma ¢atlag: biiyiimesinin, uy-
gulanan bir gerilme yogunlugu faktorii aralig1 yerine efektif bir gerilme yo-
gunlugu faktorii araligiyla kontrol edildigini gosteren bir model yaratmay1
bagarmigtir. Gegmisten giiniimiize birgok bilim insan1 yorulma konusunda
aragtirma yapmuiglardir. Bu zaman zarfinda kiigiik ¢atlaklarin davranigini in-
celemiglerdir. Yiik altinda kiigiik ¢atlaklarin biiyiimesi biiyiik catlaklara gore
daha hizli meydana geldiginden dolayi kiigiik ¢atlak problemlerinin karmagik
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ve daha 6nemli oldugu goz tiniine serilmigtir. Kiigiik gatlak ve biiyiik gatlak
arasindaki farki daha net anlamak igin ikisine de ayni yiik altinda bakilmasi
gerekmektedir. Yorulmadan dolay1 kaynaklanan mekanik hasarlarla giini-
miizde her alanda kargimiza gikabilecek bir durumdur. Gegmiste galigmala-
riyla giiniimiize 131k tutan bilim insanlarinin bize verdigi bilgiler ve giiniimiiz
teknolojisini birlestirdigimizde geligmis olanaklar saglamaktadir bu olanak-
lar1 degerlendirilerek giiniimiizde halen yorulma konusu incelenmeye devam
etmektedir. [5]

2.2 Yorulma Deney Cihazlar:

Teknolojinin ilerlemesiyle birlikte yorulma cihazlari da teknolojiye adapte
olabilmigtir. Giiniimiizde yorulma cihazlar malzemeleri gekme, ¢ekme — bas-
ma, gevresel egme, ileri — geri egme, burma gibi zorlamay1 basarabilmisler-
dir. Bu makinalarin ¢aliyma frekanslar farklilik gosterirler.

2.2.1 Déner Mil Deney Cihazi

Malzemeleri yorulma cihazlarinda test edilirken basit bir numune gek-
linde test edilmektedir. Ozellikle déner mil deney cihaziyla test edilecekse
kiigiik bir numune i§ gormektedir. Doner mil deney cihazinda donerken
birbiri arkasina, esit genlikte ¢ekme ve basma gerilmelere maruz kalmasini
saglamaktadir. Test esnasinda numunede ortalama gerilme etrafinda titregen
ve degisen egme gerilmeleri meydana gelmektedir. Bu test igin gerekli para-
metreli girip numune kirilana kadar ayn1 dongtiyii uygulamaktadir.

Sekil 5 - Doner Mil Deney Cihaz
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Doner mil deney cihazinda uglarini rijit olarak yerlestirilmis oldugu nu-
mune sadece egilme etkisine maruz kalmaktadir. Numune donerken st ki-
sim bastya alt kisim ise gekiye ¢aligmaktadir. Cihaza takili olan numuneyi
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mil olarak diigiiniirsek her iki noktadasin da siniizoidal degigen bir gerilme
dogmaktadir. Bu yiiklemeler statik oldugundan dolay: sabit bir yiikleme ya-
pilmasina miimkiin kilmaktadir ve ortalama gerilme sifir olmaktadir.[7]

2.2.2. Eksenel Gerilmeli Yorulma Deney Cihazi

Eksenel gerilmeli yorulma deney cihazi yorulma test cihazlari arasinda
olan en basitte yakin cihazdir. Bu test cihazt numunenin uzunlugu boyunca
gekme ve basma gerilmelerine maruz birakmaktadir. Test cihazinin uygula-
dig1 gerilme numune boyunca dagilmaktadir. [8]

Sekil 6 - Eksenel ¢cekme - basma test cihaz1
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Eksenel gerilmeli yoruma test cihazinin amacimi daha ayrintili bir gekil-
de anlatacak olursak, malzemelerin statik yiik altindaki elastik ve plastik de-
formasyonunu gorebilmek i¢in yapilmaktadir. Numunenin elastik ve plastik
davraniglarini gorebilmek i¢in numuneyi standartlara uydun bir gekilde kesil-
mesi (daire veya dikdortgen kesit haline getirilmig pargalar) gerekmektedir.
Bu kesilen numuneler daha sonra test cihazina girip test edilmelidir. Bu cihaz
agag1 ve yukar1 hareket edebilen bir cihazdir. Deney pargasinin baglandigy iki
gene ve standartlara gore kesilen numunelere hareket veya kuvvet verebilen
ayrica bu iki olay1 da (hareket ve kuvvet) 6lgebilen iinitelerden olugmaktadir.

[9]

2.2.3. Burma Gerilmeli Yorulma Deney Cihazi

Burma gerilmeli yorulma deneyi sabit bir eksene gore tekrarlanan burma
bir diger adi donme islemi uygulanmaktadir. Burma gerilmeli deney daha
gok araglarin siispansiyon yaylarinda veya ¢ekme — basma kuvvetine maruz
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kalmig olan tiim helisel yaylarda burma gerilmeli yorulma deneyi yapilmak-
tadir.[8]

2.2.4. Birlesik Gerilmeli Yorulma Deney Cihaz1

Birlesik gerilmeli yorulma deney cihazi, en az iki tane yorulma cihazinin
bir araya gelmesiyle olusan cihazlara birlesik gerilmeli yorulma cihazi olarak
adlandirilmaktadir. Birlesik gerilmeli yorulma deney cihazinin giintimiizde
en ¢ok rastladigimiz modeli egme — burulma gerilmelerinin bir arada bulun-
dugu durum ile eksenel — burma gerilmelerinin oldugu cihazlardir. [8]

3. Metodoloji

Yaprak yaylar yassi gelikten bant seklinde kivrilarak yapilmaktadir. Ince
yapragm uzundan kisaya dogru st iiste gelmesiyle olusmaktadir. Yaprak
yaylarin tasarlanirken esnemesi durumunda kirilmamasi, egilmege zorlan-
mast amaglanmaktadir. Tasarlanmig olan yaprak yaylarin teknik g¢izimleri
SolidWorks 2018 programu tarafindan ¢izilmistir. Tasarlanan bu yaprak yay
giiniimiizden kullanilan yaprak yay ¢esitlerinden sadece bir tanesidir. Tasar-
lanmis olan yaprak yay bire bir gergegi ile aynidir. Asagidaki sekil 7, sekil 8,
sekil 9, sekil 10, sekil 11°da gosterilmigtir.

Sekil 7 - Yaprak yay teknik ¢izim
KWJO:/
Yaprak yayin uglarinda olan baglanti elemanlarinin merkezden merkeze
olan uzaklig1 981 mm olarak tasarlanmustir.
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Sekil 8 - Yaprak yay teknik ¢izim

Yaprak yayin et kalinlig1 6 mm olacak gekilde tasarlanmug olup araca bag-

lanacak olan yerlerin i¢ ¢ap1 22 mm dig gap1 ise 34 mm seklinde tasarlanmis-
tir.

Sekil 9 - Yaprak yay teknik ¢izim
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Yaprak yayin genigligi 45 mm olacak gekilde tasarlanmugtir. Yaprak yayin
yani bir diger adiyla makas yaylarin ortasinda olan deligin ¢apt 8 mm olarak
belirlenmigtir. Yaprak yayin ortasindaki delik ise yaprak yaylarin tist {iste ge-
tirlimesini saglayan baglanti bosugudur.
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Sekil 10 - Yaprak yayin 3 boyutlu (3D) ¢izimi.

Yaprak yayin ¢izimi daha oncede bahsedildigi iizere SolidWorks 2018
programi sayesinde tasarlanmuistir.

3.1. Yaprak Yay Analizi

Yaprak yayin analiz igmelerini Ansys Workbench 18.1 programini kulla-
narak yapilmistir. Analiz methotlarini yaprak yay analiz konusunun altbaglik-
lar haliden adim adim anlatilmaktadir.

3.1.1 Sonlu Elemanlarda Analiz

Sonlu elemanlar analiz tiirleri yiik — zamana gore degisim ve yapilarin
yiike verdigi reaskyonlara gore iki temel kategoride siniflandirilabilmektedir.
Yiik ve zamana gore analiz tiirleri; statik analiz, dinamik analiz ve harmonik
analiz olarak adlandirilmaktadir. Yapilarin uygulanan yiike verdilleri tepkilere
gore analiz tiirleri; lineer analiz ve lineer olmayan analiz olarak adlandiril-
maktadir.

Statik Analiz: Uygulanan yiikiin ve sinir sartlarinin zamana bagh olarak
sabit kaldig1 ve degismedigi durumlarda gergeklestirilen analiz olarak adlan-
dirilmaktadir.
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Sekil 11 - Statik analiz 6rnek grafik

Statik analizin kullanim alanlaria 6rnek verecek olursak, gelik konstriik-
siyonlda kolonlarda olusan gerilmenin belirlenmesinde yardimci olmaktadr.

* Lineer Analiz: Lineer analiz malzemelerin yiikiin etkisi altinda elas-
tik sinirlar i¢inde kaldig1 durumda gergeklesen analiz tiirii olarak ad-
landirlmaktadir.

Sekil 12 - Gerilim ve gerinim grafigi (elastik bolgesi)

T

Bir malzemeye etki eden kuvvet ortadan kalktiginda malzeme eger kendi
sekline geri doniiyorsa degisimi kalict degildir. Bu olaya ise elastik defor-
masyan olarak adlandirlmaktadir.

* Lineer Olmayan Analiz: Lineer olmayan analiz malzemeye uygula-
nan yiikiiniin genellikle plastk deformasyon bolgesinde kalmasindan
dolay1 gergeklestirilen bir analiz tiirtidiir.
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Sekil 13 - Gerilim ve gerinim grafigi (plastik deformasyon bolgesi)

o —

" \ Plastik Bslge

o
£ (Gerinim)

Bir malzemeye etki eden kuvvet ortadan kalktiginda malzeme eger kendi
sekline geri donmiiyorsa bu malzemenin gekil degisimi kalicidir. Bu olaya ise
plastik deformasyan olarak adlandirlmaktadir. Bu ¢aliymada yaprak yaylarin
yik tagima kapasiteleri ve yorulma dayanimlar1 hesaplanmistir. Yaprak yayla-
rin analizi sonucu gilivenlik faktorleri ve kullanilacak standartlar belirlenmig
olup sonlu elemanlar analizi (FEA) metodu uygulanmugtir. Analiz her yaprak
yay modeli i¢in alinan teknik resimler kullanilarak ANSYS Workbench 18.1
yaziliminda gergeklestirilmistir.

Bu analizi TS EN 15620 Standard: (Ayarlanabilir Palet Raf Sistemleri -
Carpilma Ve Aralik Toleranslar1) referans alinarak yapilmaktadir.

*  Maksimum yiikte, izin verilen maksimum sehim, koprii kiriglerde tra-
vers boy uzunlugunun 200’e oranini gegemez. (y < L/200)

*  Maksimum yiikte, izin verilen maksimum sehim, konsol kiriglerde
travers boy uzunlugunun 100’e oranini gegemez. (y< L/100)
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Sekil 14 - Maksimum sehim oranlar1
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3.1.2. Deney Oncesi Kabuller ve Varsayimlar

Analiz siirecinde ve sonug degerlendirmesinde EN 15620 standard1 kabul
edilmigtir. Yaprak yaylarin geometrisi analize tabi tutulmugtur. Malzemenin
biikiilmesi asil tagtyici elemanlar kabul edilip profil indirgemesi yapilmugtir.
TS EN 15635 (Saklama Ekipmanlarinin Uygulama Ve Bakimi) standard:
geregi uygun yiikleme yapildigr ve komponentlerinin hasar almadig: varsa-
yilmug olup yiikiin profillere homojen dagildig: kabul edilmistir.

Yaylarin topolojisi geregi kapasite analiz siirecinde temel olarak travers
sehim kontrolii ve giivenlik faktorii se¢imi yapilmistir. Yaprak yay sistemle-
rinde yaygin olarak sehim kontroliiniin elzem olmasi sebebiyle standartlara
verilen 6rnek giivenlik faktorleri genelde 1.5 — 1.75 mertebelerinde olmakta-
dir. Malzemeyi yapisal gelik olan $t37 olarak belirlenmistir. Bu malzeme igin
izin verilen maksimum yiikleme 140 MPa civarinda alinmug olup giivenlik
faktori 1.68 mertebelerinde tutulmustur. Bazi durumlarda sehim sinirlayic
faktor olurken bazi bolgelerde birlegtirilmis stres baskin parametre haline
gelmektedir. Analiz boyunca her iki kontrol de yapilacaktir.

Burkulma kontrolii igin kritik yiikleme Yiik Carpani ile belirlenecektir.
Genel kabul goren bir prensip olarak kritik yiikiin izin verilen maksimum
yiiklemenin en az 3 kati mertebelerinde olmas: beklenmektedir. Dolayistyla
Yiik Carpanr’nin 3 civari veya 3’ten biiyiik bulunmasi durumunda burkulma
agisindan giivenlik saglanmig olacaktir. Kullanilan yap1 elemanlarinin uygun
yontemler (civata, tirnak vs.) ile kolon kiriglere baglandig1 géz 6niinde bu-
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lunduruldugunda profil birlesim yerlerine garpilma serbestligi verecek bir
rijitlik tanimlanmistir. Bu 6zellikle burkulma analizi i¢in elzemdir.

3.1.3. Mesh

1D dogrusal modele sahip profiller 3D versiyonlarina kiyasla ¢ok daha az
mesh sayis1 gerektirmektedir.

Sekil 15 - Meshleme
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TDretailed Shell Model
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Models of a Typical Brace

Her bir dogrusal eleman bagli oldugu ve temsil ettigi profilin mekanik
ozelliklerini tagimaktadir. Bu mekanik 6zelliklerin en baginda profil kesiti ge-
ometrisi gelmektedir. Benzer durum diizlemsel elemanlar igin de gegerli olup
mekanik olarak bagl olduklar1 sacin kalinligini analize yansitmaktadirlar.

Uzunluk olarak metreler aras1 degisen raf bolmeleri i¢in mesh boyutlar:
goreceli olarak segilmelidir. Profiller i¢in 1D dogrusal mesh boyutu 7.5 mm
segilmigtir. Yani her bir dogrusal profil 7.5mm’lik segmentlere boliinmiistiir.
7.5mm’lik mesh boyutu analiz dogrulugu igin goreceli olarak yeterli sevi-
yededir. Yaprak yay igin 2D diizlemsel mesh boyutu tanimlanmamuistir. Ya-
zilimin adaptif mesh yontemi gerekli diizlemsel mesh boyutlarini kenarlara
goreceli olarak ayarlamaktadir. Asagida analizde kullamilan 6rnek bir hibrit
dogrusal ve diizlemsel mesh gosterilmistir.
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3.1.4. Yiikleme ve Sinuir Sartlar:

Yiikleme her bir kompartimana homojen olarak dagitilmis olup yiik mik-

tar1 maksimum izin verilen sehim ve izin verilen stres sinirina ulagilana kadar

iteratif bir gekilde arttirilmistir.Yiiksek travers uzunluguna sahip olan yap-

rak yaylar kendi agirhigr da deplasman yaratacaktir. Bu etkiyi modellemek

adina analiz ortamina agag1 yonde yer ¢ekimi tanimlanmugtir. Yaprak yaylar

uglarindan sabitlenmis olup zemine basma gartin1 yerine getirmekigin yere

ozellikle temas eden yaprak yay uglarmna yiikseklik degisimi ve rotasyon izni

verilmemistir.

3.1.5. Tip - 1 Yaprak Yay ve Tip - 2 Yaprak Yay Analiz Tablosu

Tablo - 1 Analiz Tablosu

ANALIZ SONUC TABLOSU Tip-1 Tip - 2
Kuvvet (N) 7920 30250
Maksimum Sehim (mm) 1,21 0,41
Izin verilen Maksimum Sehim 49 33
(L/200 mm)
Maksimum Stres (von-Mises MPa) 140,03 139,93
Yiik ¢arpani (1) >3 1598,4 1623,3
Yiik carpamn (2) >3 1609,9 1680,7
Yiik ¢arpanu (3) >3 1620,5 1734,9
Yiik ¢carpanu (4) >3 1635,1 1830,8
Malzeme Ad1 St 37 Celigi St 37 Celigi
Yaprak yay tasima kapasitesi (kg) 807 3080
Malzemenin akma mukaveti
(MPa) 235 235
Emniyet Katsayis1 (Akma Muka- 168 168
vemeti / Maksimum Stres) ’ ’
Yorulma Dongii Sayist 10000000000 10000000000
. Yaprak Yay Yaprak Yay
En cok darbe alman bblge Agirhik Merkezi Gozleri
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Tip — 2 teknik Olgiileri; uzunluk 666 mm, geniglik 65 mm, ek kalinlhig:
10mm, yaprak yay gz ¢apt 14mm olarak ayarlanip analiz islemine sokuldu-
gunda. Tablo — 1I’de ki gibi sonuglar elde etmekteyiz.

SONUC VE ONERILER

Deneylerin sonucunda, Tablo — I’de yaprak yaylarinda yiikleme mik-
tarlar1 belirlenirken sehim ve stres bakimindan giivenli kalacak sekilde sinir
degerlerine ulagilana kadar iterasyon yapilmustir. Sonug boliimiinde yaprak
yaylari igin bahsi gegen yiiklemelerin kilogram karsiliklarini tip -1 igin 807
kg olarak tip — 2 i¢in ise 3080 kg olarak bulunmugtur. Yaprak yayin kapasite-
sinin arttirmasi igin gereken degisiklikler yaprak yaymn kalinhigini arttirmak,
uzunlugunu kisaltmak, genigligini arttirmak olmugtur. Yaprak yayin olgtile-
rini bu parametrelerle degistirmemizin sonucunda burkulma katsayimizin
arttigini gozlemlemig bulunmaktayiz. Yaprak yayin bagh olan araglarda tek
katli ve ya ¢ok katli yaprak yaylarin siiriiciiniin konforuna gore degisiklik
gosterebilir. Bu ¢aligmanin sonucunda yaprak yaylarin siiriiciiniin konforuna
gore degiskenlik gosterebildigini gozlemlemis bulunmaktayiz.

Yorulma omrii hesaplarinin girmis oldugumuz parametrelere baglh oldu-
gunu ve yaprak yayin olgiilerinin degiskenligine gore yorulma omriiniinde
taktirde numuneye uygulanan hasarinda degisebildigini gozlemleyebiliriz.
Seri iiretim yapan firmalar analiz igin uygun parametrelere girmesi halinde
yaprak yayin birden fazla versiyonda deneme imkanlar1 olacaktir. Bu durum
ise iireticiye ciddi anlamda kar ve zaman kazandirmaktadir.



284 | Yaprak Yaylarda Yorulma Analizi

KAYNAKGA

[1] Polat, O. (2012). Yaprak yaylarmn bilgiswyar destekli yorulma analizi (Master’s
thesis, Balikesir Universitesi Fen Bilimleri Enstitiisii).

[2] Tokgoniil, G., Kulag, G., $enocak, C., & Basalan, E. Agir Ticari Kamyonda-
ki Tek Katlt Parabolik Yaprak Yayin Bilgisayar Destekli Tasarimi, Analizi
Ve Fiziksel Dogrulamasi. Soma Mesiek Yiiksekokulu Teknik Bilimler Deryi-
51, 2(26), 55-61.)

[3] Bakanligi, M. E. (2013). Motorlu Araglar Teknolojisi s Makineleri. Milli
Egitim Bakanlyji, Ankara.

[4] Bagkent Universitesi Makine Miihendisligi Boliimii, Yorulma Testi Deney
MAK - 402

[5] Zerkin, D. (2019). Binek Avaglardaki Rot Basiarimda Yorulma Davvanmsmin
Incelenmesi (Master’s thesis, Dokuz Eyliil Universitesi Fen Bilimler
Enstitiisii).

[6] Karahan, B., & Ince, U. (2015). Bilya Piiskiirtmenin (Shot Peening)
Teknik-Teknolojideki Yolculugu ve Soguk Dovme Prosesine Adapta-
syonu. Derin Ekim, 74, 90.

[7] Gok, G ve Aslaner, T.. (2021). Dinel Ejmeli Korozyonlu Yorulma Deney
Diizenegji (Project Study, Karadeniz Teknik Universitesi Makine Miihendis-
ligi Bolimii).

[8] Basuslu, O. (1999). 1.2080 (X210Cr12), 1.7225 (42CrMo4) ve Ch45 ge-
liklevinin Yorulma Dayanums Agisindan Optimum sl Islem Pavametrelevinin
Belirlenmesi (Doctoral dissertation, Bursa Uludag University (Turkey)).

[9] Uludag Universitesi, Cekme ve Basma Deney Foyii 2018



Bolum 15

Minimum Miktarda Yaglama Yontemi Igin
Farkli Uygulama Mesafelerinin ve Farkli Kesme
Parametrelerinin St37 Celik Islenebilirligine
Etkilerinin Incelenmesi

Usame Ali Usca!

Ozet
Imalat endiistrisinde siklikla tercih edilen St37 celiginin iglenebilirlik
ozelliklerinin ~ geligtirilmesi  ve arastirilmast  olduk¢a Onemlidir. Bu
malzemelerin frezelenmesi esnasinda minimum miktarda yaglama (MMY)
sogutma/yaglama sisteminin kullanilmasi giin gegtikge artmakta fakat bu
sistemin icerdigi degisken parametrelerin frezeleme islemine olan etkileri
yeterince aragtirtlmamugtir. Ayrica bu sistemin degisken parametrelerinden
olan piiskiirtme mesafelerinin islenebilirlik parametrelerine olan etkisi
de ayr1 bir inceleme konusudur. Bundan dolayi, bu ¢aliymada yaygin bir
kullanim alanmna sahip St37 sade karbonlu geligin kesme derinligi (1 mm)
sabit tutularak farkli kesme (140-210 m/dk) ve ilerleme hizlarinda (0,14-
0,21 mm/dev) MMY destekli sogutma yapilarak CNC frezeleme islemi
gerceklestirilmistir. Yapilan c¢aliyma ile farkli kesme ve ilerleme hizlan ile
farkh MMY piiskiirtme mesafelerinin (50-250 mm) islenebilirlikteki ¢ikts
parametreleri (Yiizey piriizliligi, takim asginmasi ve kesme sicakligr)
tizerindeki etkileri aragtirtlmugtir. Elde edilen bulgulara gére uzun mesafeden
uygulanan MMY sivist takim aginmasi ve kesme sicakligr {izerinde olumlu
etki yaptig1 goriilmiistii. MMY uygulama mesafesinin yiizey piiriizliiligi
iizerindeki etkisi ise kesme hizina bagl olarak degiskenlik gosterdigi tespit
edilmigstir.

1. Giris

Diinyada yer alan sanayi kuruglarinin iiretim agamasinda en ¢ok ihtiyag duy-

dugu ve kullandigr malzemelerden biri  St37 ¢eligi olup yapisinda maksi-
mum %2 oraninda karbon bulunan ve ¢ekme dayanimi en az 37 kg/mm

1 Dr. Ogr. Uyesi, Makine Miihendisligi Béliimii, Miihendislik ve Mimarlik Fakiiltesi, Bingdl
Universitesi, Bingol, Tiirkiye; ausca@bingol.edu.tr, Orcid: 0000-0001-5160-5526
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olan sade karbonlu bir geliktir. Gerek ucuz olmalar1 gerekse de maliyetlerine
kiyasla iyi mekanik 6zellik gostermeleri nedenti ile otomotiv, ingaat ve tekstil
sektorleri bagta olmak tizere pek ¢ok imalat sanayisinde tercih edilmektedir
[1]. Tim bu yaygin kullanim alanlar1 nedeni ile St37 sade karbonlu ¢eligin
islenebilirligi ve yiizey ozelliklerinin gelistirilmesi 6nemli bir aragtirma alani-
dir. Talagh imalat sirasinda kesici takimin zarar gérmemesi ve kaliteli bir yii-
zey elde etmek igin kesme sivilar1 yaygin bir sekilde kullanilmaktadir [2-7].
Ayrica kesme sivilart talagin kirtlmasini ve kesme bolgesinden taginmasini da
kolaylagtirmaktadir [8]. Fakat geleneksel kesme sivilarimin kullanimi birgok
saghk sorunlarmna yol agarak endiseye sebep olmaktadir [9]. Ayni zamanda
maliyet agisindan kesme sivilar1 oldukga yiiksek rakamlara ¢ikabilmektedir.
Bu sebeple son zamanlarda alternatif sogutma/yaglama segenekleri oldukga
popiiler bir hal almaktadir [2, 10-13]. Ozellikle MMY ile sogutma secenegi
birgok aragtirmacinin odag haline gelmektedir [14-16]. MMY ile sogutma
yonteminde ¢ok az siv1 tiitketimi saglandig: i¢in oldukga gevreci bir yontem-
dir. Minimum seviyede piiskiirtiilen yag kesme bolgesindeki stirtiinmenin
azalmasini saglayarak malzemenin kesici takima yapigmasini 6nleyebilmek-
tedir [17]. Ayrica kesme bolgesinde ve kesici takimda kalinti birakmadan
ortalama 5-500 ml/saat araliginda yaglama hizi sayesinde kuru islemeye al-
ternatif bir segenektir [18]. MMY ile sogutma isleminde kullanilan yag ba-
singli hava yardimiyla pulverize gekilde kesme bolgesine iletilerek sicakliklar
azaltilmaktadir. Bu nedenle MMY kosullar1 kullanilarak takim aginmasinin
ve ylzey piiriizliiliigiiniin iyilegtirilmesine yonelik yapilan birgok ¢aligma
bulunmaktadir. Bu ¢aligmalara 6rnek olarak Danish et al. [19] havacilik sek-
toriinde yaygin bir sekilde kullanilan Inconel 718 alagimimnin tornalanmasi
igin kriyojenik ve MMY teorisini igeren bir sogutma/yaglama ortami 6ner-
miglerdir. Hadad and Sadeghi [20] AISI 4140 gelik alagiminda MMY ko-
sullar1 altinda isleme kuvvetleri, yiizey piiriizliiliigii ve sicaklik gibi malzeme
performanslarini aragtirdilar. Khanna et al. [21] 15-5 PH SS geliginin kuru,
tagma, LCO, ve MMY kosullar: altinda takim aginmasi agisindan analiz etti-
ler. Ayrica farkli sogutma/yaglama stratejilerinin giig tiiketimi ve ylizey pii-
riizliiliigii tizerindeki etkilerini aragtirdilar. Mia et al. [22] kuru kesme, MMY
ve basingl hava sogutmali kat1 yaglama sistemi gibi {i¢ stirdiiriilebilir isleme
teknolojisi kullanarak sogutma yaglama sivilarinin islenebilirlikteki etkilerini
incelemiglerdir. Yapilan ¢aligma sonucunda MMY nin iyilestirmeye yardimei
oldugu, ¢evre dostu ve daha temiz iretim sagladigi bulunmustur. Bir di-
ger ¢alismada Aslantag ve Cicek [23] Inconel 718 siiper alagiminin mikro
frezelenmesinde MMY, etanol ve yag-su emiilsiyonu) gibi farkli sogutma/
yaglama tekniklerinin yiizey piiriizliiligi, takim aginmasi ve ¢apak olugumu
tizerindeki etkileri aragtirmistir. Yiizey kalitesi ve takim aginmasi géz oniine
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alindiginda MMY nin daha iyi sonuglar verdigi bulunmustur. Korkmaz et
al. [24] Ni tabanl bir alagim olan Nimonic 80A’nin farkli sogutma kosul-
larinin ve mesafelerinin iglenebilirlik parametreleri (Takim aginmasi, yiizey
piiriizliligii, giig titkketimi) tizerinde olan etkilerini aragtirmuglardir. Muaz
and Choudhury [25] TiCN/AI203/TiN kapl kesici uglar kullanarak AISI
4340 geliginin MMY destekli frezelenmesinde kesme kuvvetlerinin ve yiizey
piiriizliligiiniin etkilerini aragtirdilar.

2. Materyal ve metot

Bu galigmada test malzemesi olarak pek ¢ok imalat sanayinde yaygin ola-
rak kullanilan St37 ¢eligi kullanilmistir. Tablo 1, kullanilan gelige ait agirhik¢a
kimyasal bilesimini gostermektedir.

Tablo 1. St37 ¢eliginin kimyasal bilegeni.

C Si Mn P S Cr Ni
% 0,11 % 0,03 % 0,56 % 0,007 |% 0,005 |% 0,07 % 0,03

Deneylerde kullanilacak is pargalar, 50 mm x 50 mm geniglik ve 15mm
kalinliga sahip olacak sekilde kare kesitli levhalar seklinde temin edilmistir.
DAHLIH MCV-860 marka CNC freze tezgahi kullanilarak MYY sogut-
ma/yaglama sivist altinda numunelerin frezeleme iglemi gergeklestirilmistir.
Kesme iglemi igin AITiN kapli ISO 13399 kodlu kesici takim uglar1 kullanil-
mugtir. Kesici uglar tek agizl yiizey tarama frezesine takilmigtir. Deneylerde
kesme derinligi sabit ve 1 mm olarak segilmistir. Kesme hiz1 (140-210 m/
dk) ve ilerleme hiz1 (0,14-0,21 mm/dev) ise degisken parametreler olarak
segilmistir. Tablo 2, deney sistemini gostermektedir.

Tablo 2. Islenebilirlik deney tasarim sistemi.

Deney no Kesme hiz1 ilerleme hiz1 MMY noziil uzaklig:
(m/dk) (mm/dev) (mm)

1 140 0,14 50

2 140 0,14 250

3 140 0,21 50

4 140 0,21 250

5 210 0,14 50

6 210 0,14 250

7 210 0,21 50

8 210 0,21 250
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MMY sogutma/yaglama swvisi ile iglenebilirlik deneyleri yapilarak yiizey
piiriizliiliigii, takim aginmast ve kesme sicakhigi incelenmistir. Tigili deney
semast Sekil 1°de goriilmektedir.

Sekil 1. Islenebilirlik deney semast.,

Termal Kamera
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MMY yagi sisteme Werte Micro Stn-15 marka potansiyometre kontrollii
bir sistem kullanilarak uygulanmigtir. MMY kesme sivisi olarak Cuttex Syn
5 sivist kullamilmug bu stvi basingli hava yardimiyla kesici takim ve is parga-
s1 tizerine piiskiirtiilmektedir. Uygulanan MMY nin akig debisi 35 mL/saat,
piiskiirtme basinci 6,5 bar ve piiskiirtme agis1 45° dir. MM Y nin ¢ikis nozulu
ise 5 mm ¢apa sahiptir. Bu ¢alismada MMY sivisinin kesme bolgesine uygu-
lanma mesafesinin iglenebilirlik parametreleri iizerindeki etkileri aragtirilmak
istendiginden 50 mm ve 250 mm olmak iizere iki farkli uygulama mesafesi
segilmigtir. Kesme sicakliklar1 650 °C sicakliga kadar 6lgiim yapabilen Tes-
t0-871 model bir termal kamera kullanilarak 6lgiilmiistiir. Olgiimler sabit
bir mesafede konumlandirilarak ger¢eklestirilmistir. Kesme iglemi sonrasinda
numunelerin yiizey piiriizliiliik degerleri TIME3200 test cihazi ile 6l¢iilmiis-
tir. OIQﬁm parametreleri olarak Cutoft: 0,25 mm, n*cutoff: 51, Standart:
ISO, Range: + 80 um, Filter: RC, Display: Ra degerleri referans alinmistir.
Hata payi en aza indirerek dogru olgiim degerleri elde etmek igin cihaz
kalibrasyonu yapildiktan sonra olgiimler farkli noktalardan 5 kez tekrarlan-
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mugstir. Bu degerler igerisinden yliksek sapma yapan degerler gikartilarak ka-
lan degerlerin ortalamasi alinmig ve nihai ylizey piirtizliiliigii degerleri elde
edilmigtir. Kesici takim asginma degerleri Insize ISM-PM200SB cihaz: kulla-
nilarak ol¢iilmistiir. En fazla aginan alan dikkate alinarak kesici takimin yan
bolgesinden alinmugtir.

3. Bulgular ve tartigma

St37 geligi farkll kesme hizinda (140-210 m/dk), farkl ilerleme hizinda
(0,14-0,21 mmy/dev) ve farkli nozul uzakliklarinda (50-250 mm) frezelen-
migtir. Deney esnasinda ve sonrasinda kesici takim aginmasi, kesme sicakligi
ve yiizey puriizliliigli sonuglar: kayit altina alinarak analiz edilmigtir.

3.1. Kesici takim aginmasi

Takim aginmasi bitmig parga yiizey kalitesi, par¢a maliyeti ve iglenebilirlik
stirecinin siirdiirtilebilirligi tizerinde etkisi olan ¢ok 6nemli bir islenebilirlik
metrigidir [26]. Frezeleme esnasinda kesici takimin maruz kaldigr mekanik
ve termal yiikler takim 6mriinii azaltir. Hem {irtin kalitesi hem de tiretim ve-
rimliligi agisindan takim 6mriinii analiz etmek kritik bir durumdur [27]. Bu
sebeple, kesici takimin 6mriinii tamamlayip pargaya zarar vermeden degisti-
rilmesi 6nemlidir. Sekil 2, farkli iglenebilirlik parametrelerinin takim aginma-
s1 lizerinde etkisini gostermektedir. Kesme hizi ve ilerleme hizinin artigtyla
birlikte takim aginmasinin arttig1 gortilmektedir. En diigiik takim aginmas:
degeri (0,411 mm) diigiik kesme parametrelerinde ve uzak mesafe MMY uy-
gulamasinda elde edilmistir. En yiiksek takim aginma degeri (0,499 mm) ise
yliksek kesme parametrelerinde ve yakin mesafe MMY uygulamasinda elde
edilmigtir. Artan kesme hizinin takimda meydana gelen plastik deformasyo-
nu artirdig1 ve artan ilerleme hizinin da kesici takim-ig pargasi temas siiresini
artirarak daha fazla kuvvet ve 1s1 olusumuna yol agtig1 bilinmektedir [27]. Bu
sebeple takim aginmasinda artiy meydana gelecegi agikti. MMY uygulama
mesafesinin artmasinda takim aginmasin azalmasinin iki farkli nedeni olabi-
lir. Birincisi, uygulama mesafesi arttiginda yaglama akigkani i pargasi-takim
bolgesini daha etkili kapsayabilir. Boylelikle 1s1y1 daha etkin dagitarak kesici
takimin agirt 1sinmadan kaynaklanan aginma siirecini geciktirebilir. Tkincisi
ise uzak mesafede yaglama akigkani, daha fazla alana homojen bir sekilde da-
gildigindan dolay1 takim yiizeyinin daha etkin bir sekilde temizlenmesini ve
takim-ig pargasi yiizeyinde daha etkin bir yaglama filminin olusmasina neden
oldugundan dolay: siirtiinmeyi azaltabilir. Bu sebeple daha takim aginmasi
azalarak takim 6mrii artabilir.

Sekil 2. Farku islenebilirlik parametrelerinin takim aginmasi tlizerindeki
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etkisi.
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3.2. Kesme sicaklig:

Frezeleme esnasinda kesici takim-ig parcasi arasinda kesme, siirtiinme,
plastik deformasyon gibi baz1 mekanik olgulardan dolay1 1s1 enerjisi agiga
¢tkmaktadir. Bu 1s1 enerjisi i pargasi, kesici takim ve talaga yayilarak kes-
me sicakligina neden olabilir. Frezeleme ile birlikte olugan talaslar ise 1s1nin
biiyiik bir boliimiimii kesme ortamindan uzaklagtirirlar [28]. Kesme sicak-
lig1 kesici takim kenar keskinligini, ig parcasi kalitesini ve talag geometrisini
onemli derecede etkilemektedir [29]. Yiiksek kesme sicakhiklar diisiik ylizey
kalitesi ve diigiik takim 6mrii ile igleme siirecini olumsuz etkileyebilir [30].
Bu sebeple kesme sicakligini kontrol altina alabilmek 6nem arz eder. Sekil
3, farkli kesme parametreleri ile farkli MMY uygulama mesafelerinin kesme
sicakligina olan etkisini gostermektedir. Kesme parametrelerinin artmasiyla
birlikte kesme sicakliklarinin arttig1 gézlemlenmistir. Bu durumun birim za-
mandaki kinetik enerji, stirtiinme ve plastik deformasyondaki artiglara bagh
oldugu soylenebilir [22]. En diisiik (93,4 °C) ve en yiiksek (149,4 °C) kesme
sicakliklar1 buna bagh olarak sirasiyla en diisiik ve en yiiksek kesme para-
metrelerinde meydana gelmigtir. Takim aginmasina durumuna benzer sekilde
uzak mesafeden uygulanan MMY sivist daha fazla alana yayilarak daha etkin
bir gsekilde homojen yaglama yapmaktadir. Boyle daha etkin bir sogutma
yapabildiginden dolay1 uzak mesafeden yaglama durumunda daha iyi kesme
sicaklik sonuglari elde edilmigtir.
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Sekil 3. Farku islenebilirlik parametrelerinin kesme sicaklig tizerindeki

etkisi.
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3.3 Yiizey piiriizliliigi

Yiizey kalitest, islenebilirlik islemlerinden sonra elde edilen en 6nemli pa-
rametrelerden bir tanesidir. Ayrica yiizey kalitesi par¢anin ¢aligacagi ortamda
tribolojik ve mekanik 6zellikleri etkileyebilmektedir. [8]. Yiizey piiriizliiliigi,
ylizey kalitesi igin 6nemli parametrelerden birisidir. Yiizey piiriizliiliigi fazla
olan pargalar daha fazla aginabilmekte ve bulundugu yerdeki iglevini daha
hizli kaybedebilmektedir. Bu yiizden istenilen yiizey kalitesini elde edebil-
meKk igin yiizey piiriizliiliik degerleri istenilen deger igerisinde kalmas: gerek-
mektedir [31]. R degeri, iy pargasi érneklem uzunlugundaki yiizey profili
yiksekliginin aritmetik ortalamasi olarak bilinen bir ylizey piiriizliiliik dege-
rini yansitmaktadir. Bundan dolayr 6rneklem uzunlugundaki ani degisiklik-
lere duyarli olmay1p, biitiin yiizey profillerinden etkilenmektedir. Bu nedenle
diger yiizey piiriizliliik degerlerine gore daha ¢ok kullanilmaktadir [32, 33].
Yiiksek-diisiik kesme hiz ve ilerleme hizlarinda ve yakin-uzak MMY uygula-
ma mesafesinin yiizey piiriizliiliigiine etkisi Sekil 4’te gosterilmistir. Tlerleme
hizinin yiizey piiriizliiliigiine etkisi bilinmektedir [34]. Literatiir bilgisi dog-
rultusunda artan ilerleme hizi ile ylizey piiriizliligiiniin diistigii gozlem-
lenmigstir. Kesme hizinin artmast ile birlikte yiizey kalitesinin 6nemli sekilde
tyilestigi tespit edilmistir. Yapilan bir ¢aligmada artan kesme hizi ile birlikte
kesme sicakliginin artacagi ve bununla birlikte kesme bolgesinin yumusgaya-
rak kesici takim {izerinde daha az talag yigilmasina sebep olacag belirtilmis-
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tir. Boylece takim daha ge¢ aginacag igin i§ pargasi yiizeyinin daha kaliteli
olacagi vurgulanmistir [27]. Literatiirdeki bagka ¢aligmalarin da [35, 36]
bu kaniy1 destekledigini belirtmislerdir. MMY uygulama mesafelerinin ¢als-
mada farkli kesme hizlar1 igin farkli davranuglar sergiledigi gozlemlenmistir.
Diigiik kesme hizina gore yiiksek kesme hizinda yiizey kalitesinin yaklagik
% 29 iyilestigi goriilmiistiir. Yiiksek kesme hizinda artan MMY uygulama
mesafesi, talag kontroliinii zorlagtirabilir. Kontrolsiiz talagin ylizey tizerine
carpma etkisiyle birlikte yiizey kalitesini azaltabilecegi diigiiniilmektedir.

Sekil 4. Farku islenebilirlik parametrelerinin yiizey piiriizliiliigii tizerindeki

etkisi.
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4. Sonuglar

Bu ¢alismada farkli kesme parametrelerinin ve farkli MMY uygulama me-
safelerinin St37 ¢eligi tizerindeki islenebilirlik etkileri aragtirilmigtir. Bu kap-
samda iki farkl kesme hiz (140-210 m/dk) ve iki farkl ilerleme (0,14-0,21
mm/dev) hizi kullanilmugtir. Ayrica iki farkli MMY uygulama mesafesi (50-
250 mm) tercih edilmigtir. 23 deney tasarim sistemine gore toplam 8 deney
gergeklestirilmistir. Deney sonuglarina gore kesme sicakligy, takim aginmasi
ve ylizey piiriizliilitk sonuglar1 irdelenmistir. Bu sonuglara gore;

* Artan kesme ve ilerleme hizlariyla birlikte takim aginmasinda maksi-
mum %20 oraninda artis meydana geldigi goriilmiistiir. Ayrica MMY
uygulama mesafesinin artmasiyla birlikte tiim kesme parametreleri
igin takim aginmasinda azalma meydana geldigi tespit edilmigtir.
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Uzak mesafe MMY uygulamasi, iglenebilirlik tizerinde pozitif etki
olusturmus ve kesme sicakliginin diismesinde 6nemli rol oynamugtir.
Farkli kesme parametrelerinin artist ile kesme sicakliginin arttigr go-
rillmistiir.

Farkli MMY uygulama mesafelerinin ylizey piiriizliliigi sonuglari-
na etkisi kesme hizina gore degistigi tespit edilmigtir. Yiiksek kesme
hizlarinda yakin mesafeden uygulanan MMY sivist i§ pargast yiizey
kalitesi tizerinde pozitif etki yaparken diigiik kesme hizlarinda uzak
mesafeden uygulanan MMY sivis1 pozitif etki yaptigi goriilmiistiir.
Kesme parametreleri igin, artan ilerleme hizi ile yiizey piiriizliiligii-
niin arttig1, artan kesme hiz1 ile yiizey piiriizliiligiiniin azaldig: tespit
edilmigtir.
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