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Abstract 

Summability theory which aims to assign  meaningful values to divergent 

sequences and series is a fascinating branch of mathematical analysis. In this 

theory, spliced sequences that are combinations of sequences obtained by 

partitions are important tools to understand and analyze the characters of 

series. 

In this chapter, some results on spliced sequences will be presented by 

nonnegative matrices. It is benefical to note that the class of such matrices is 

more general. 

Introduction 

In the realm of mathematical analysis, a fascinating branch known as 

summability theory delves into the study of sequences and series, aiming to 

assign meaningful values to potentially divergent mathematical expressions. 

Within this field, the concept of spliced sequences emerges as a powerful 

tool for understanding and analyzing the convergence behavior of series. 

Spliced sequences refer to the combination of given sequences. The 

concept of spliced sequences has been introduced by Osikiewicz [12]  and 

then this concept has been studied by Ünver et al. [15] and Ünver [16] in 

topological spaces. Also Yurdakadim et al. [17] have generalized this 

concept by using bounded sequences instead of convergent sequences. In 

this exploration, we will delve into the fascinating world of spliced 

sequences within the realm of summability theory. We will explore the 

techniques and methodologies used to combine sequences, investigate their 
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convergence properties and examine their applications in resolving issues 

related to divergent sequences. On the other hand spliced sequences have 

been studied from a different perspective in [1], [3], [4], [7]. In this 

chapter, we give some results about spliced sequences for a more general 

class of matrices. These matrices need not to be regular. 

    Now we remind some basic definitions which we need throughout the 

paper. 

 

Definition 1. If 

   δ(G):= 𝑙𝑖𝑚
𝑛→∞

1

𝑛
 {𝑗 ≤ 𝑛: 𝑗 ∈ 𝐺}  

exists then it is said the natural density of subset G⊂ℕ where  (G) denotes 

the cardinality of G. The foundations of the concept of density are laid in 

[5], [6] and [9]. 

 A sequence s=(𝑠𝑗) is called statistically convergent to L if for every ε>0 

𝑙𝑖𝑚
𝑛→∞

1

𝑛
{𝑗 ≤ 𝑛: |𝑠𝑗 − 𝑙| ≥ 𝜀} = 0 

that is, δ({𝑗 ≤ 𝑛: 𝑗 ∈ 𝐺𝜀})=0 for every 𝜀 > 0 where 𝐺𝜀 = {𝑗 ∈  ℕ: |𝑠𝑗 − 𝑙| ≥

𝜀} [8], [10], [11], [14]. 

Definition 2. An R-partition of ℕ is a set with finite number of infinite 

sets 𝑃𝑖={𝑣𝑖(𝑘)} for i=1,...,R such that ⋃ 𝑃𝑖
𝑅

𝑖=1
= ℕ and 𝑃𝑖 ∩ 𝑃𝑗 = ∅ for all 

i≠j where R is a fixed positive integer [17]. 

Definition 3. An ∞ − 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛 on ℕ is a set of countably infinite number 

of infinite sets 𝑃𝑖={𝑣𝑖(𝑘)} for 𝑖 ∈ ℕ such that ⋃ 𝑃𝑖
∞

𝑖=1
= ℕ and 𝑃𝑖 ∩ 𝑃𝑗 = ∅ 

for all i≠j [17]. 

Definition 4. Let 𝑠(𝑖) = (𝑠𝑘
(𝑖)

) be a sequence in 𝑋 with 𝑙𝑖𝑚
𝑘→∞

𝑠𝑘
(𝑖)

= 𝛼𝑖, 

i=1,…,R and {𝑃1,𝑃2, … , 𝑃𝑅} be fixed R-partition. If 𝑗 ∈ 𝑃𝑖, then j=𝑣𝑖(𝑘) 

for some k. Define s=(𝑠𝑗) by 𝑠𝑗 = 𝑠𝑣𝑖(𝑘) = 𝑠𝑘
(𝑖)

. Then s is said to be an R-

splice over {𝑃𝑖: i = 1, … , R } with limit points 𝛼1,𝛼2, … , 𝛼𝑅 [17]. 

Definition 5. Let {𝑃𝑖: i ∈ ℕ } be a fixed infinite-partition of ℕ and 

𝑠(𝑖) = (𝑠𝑘
(𝑖)

) be a sequence with 𝑙𝑖𝑚
𝑘→∞

𝑠𝑘
(𝑖)

= 𝛼𝑖, 𝑖 ∈ ℕ. If j∈ 𝑃𝑖, then j=𝑣𝑖(𝑘) 

for some k. Define s=(𝑠𝑗) by 𝑠𝑗 = 𝑠𝑣𝑖(𝑘) = 𝑠𝑘
(𝑖)

. Then it is said that s is an 

infinite-splice over {𝑃𝑖: i ∈ ℕ} with limit points 𝛼1,𝛼2, … , 𝛼𝑅 , …[17]. 
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Example 1. If R=3, take the partition 𝑃1 = {3𝑘 − 1: 𝑘 ∈ ℕ}, 𝑃2 =

{3𝑘 − 2: 𝑘 ∈ ℕ} and 𝑃3 = {3𝑘: 𝑘 ∈ ℕ} and consider three convergent 

sequences 𝑠(1)
,  𝑠(2)

 and 𝑠(3)
. The 3-splice s of  𝑠(1)

,  𝑠(2)
 and 𝑠(3)

 over the 

3-partition {𝑃1, 𝑃2, 𝑃3} can be expressed by 

𝑠𝑗 = {

𝑠𝑘
(1)

,   𝑗 = 3𝑘 − 1

𝑠𝑘
(2)

,   𝑗 = 3𝑘 − 2

𝑠𝑘
(3)

,   𝑗 = 3𝑘

 

that is, s={𝑠1
(1)

, 𝑠1
(2)

, 𝑠1
(3)

, 𝑠2
(1)

, 𝑠2
(2)

, 𝑠2
(3)

, …}. 

Example 2. If we consider an infinite-partition of ℕ as follows: { 𝑃𝑖: 𝑃𝑖 =

{2𝑖−1(2𝑘 − 1)}
𝑘=1

∞
} and convergent sequences (𝑠𝑘

(𝑖)
) for 𝑖 ∈ ℕ. We can 

construct an infinite spliced sequence s as above. 

Theorem 1. An infinite matrix H= (ℎ𝑛𝑘) is regular if and only if  

i) sup
𝑛

∑ ⌊ℎ𝑛𝑘⌋𝑘 < ∞ 

ii) lim𝑛 ∑ ℎ𝑛𝑘𝑘 =1 

iii) ℎ𝑘 ≔ lim𝑛 ℎ𝑛𝑘 = 0 for all k∈ ℕ [2]. 

Let H= (ℎ𝑛𝑘) be nonnegative and regular. If δ𝐻(𝐺):= lim𝑛 ∑ ℎ𝑛𝑘𝑘∈𝐺  

exists then δ𝐻(𝐺) is called H-density of 𝐺 ⊂ ℕ . 

A sequence s=(𝑠𝑘) H-statistically converges to L if for every 𝜀 > 0, 

δ𝐻(𝐺𝜀)=0. 

Let H= (ℎ𝑛𝑘) be infinite matrix. The characteristic of H is defined by 

𝜒(𝐻): =  lim
𝑛

∑ ℎ𝑛𝑘

𝑘

− ∑ ℎ𝑘

𝑘

 

where the series converge and the limit exists and lim𝑛 ℎ𝑛𝑘 = ℎ𝑘. For a 

given conservative matrix H= (ℎ𝑛𝑘), it is known that 𝜒(𝐻) exists [2]. 

Let H be infinite matrix and let P= {𝑣𝑗} be an infinite subset of ℕ . 

Then the matrix 𝐻[P] = (𝑑𝑛𝑘) is said to be a column submatrix of H, 

where 𝑑𝑛𝑘 = ℎ𝑛,𝑣𝑘
 for all 𝑛, 𝑘 ∈ ℕ. From [13] it is well known that. 

Theorem 2. Let H= (ℎ𝑛𝑘) be infinite matrix such that 𝜒(𝐻) is defined. If 

there exists an integer r such that  ℎ𝑛𝑘 ≥ 0 for all k≥ 𝑟 then 

liminf
𝑛

(𝐻𝑠)𝑛 ≥ ∑ ℎ𝑘

∞

𝑘=1

𝑠𝑘 +  𝜒(𝐻)liminf
𝑛

𝑠𝑛 

and 
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limsup
𝑛

(𝐻𝑠)𝑛 ≤ ∑ ℎ𝑘

∞

𝑘=1

𝑠𝑘 +  𝜒(𝐻)limsup
𝑛

𝑠𝑛 

whenever  ∑ ℎ𝑘
∞
𝑘=1 𝑠𝑘 converges [13]. 

Throughout the paper, we consider nonnegative matrices H= (ℎ𝑛𝑘) 

satisfying 

i) lim𝑛→∞ ℎ𝑛𝑘 = 0 for all k; 

ii) lim
𝑛

∑ ℎ𝑛𝑘
∞
𝑘=1 < ∞. 

The last condition implies 

sup
𝑛

∑ ℎ𝑛𝑘

∞

𝑘=1

= 𝑇 < ∞. 

Then we obtain 

∑ δ𝐻(P) ≤ T

𝑃∈𝐶

 

where C:={P⊂ ℕ: δ𝐻(P) > 0}. 

2. MAIN RESULTS 

In this section, by using a more general class of matrices we give some 

results which have generalized one in [17]. 

Lemma 1. If δ𝐻(P) exists then 

liminf
𝑛

(𝐻[P]𝑠)
𝑛

≥ δ𝐻(P)liminf
𝑘

𝑠𝑘                                                        (2.1) 

and 

limsup
𝑛

(𝐻[P]𝑠)
𝑛

≤ δ𝐻(P)limsup
𝑘

𝑠𝑘                                                    (2.2) 

where H= (ℎ𝑛𝑘) is nonnegative infinite matrix, P:={𝑣𝑘} is an infinite 

subset of ℕ and s=(𝑠𝑘) is bounded sequence. 

Proof. Since H is nonnegative, it is obvious that 𝑑𝑘 ≔ lim𝑛 𝑑𝑛𝑘 ≥ 0 

for all 𝑘 ∈ ℕ, where 𝑑𝑛𝑘 = ℎ𝑛,𝑣𝑘
 for all 𝑛, 𝑘 ∈ ℕ. Then 

liminf
𝑛

(𝐻[P]𝑠)
𝑛

≥ ∑ 𝑑𝑘

∞

𝑘=1

𝑠𝑘 +  𝜒(𝐻[P])liminf
𝑘

𝑠𝑘 

       = 𝜒(𝐻[P])liminf
𝑘

𝑠𝑘 

       =(lim𝑛 ∑ 𝑑𝑛𝑘𝑘 − ∑ 𝑑𝑘𝑘 )liminf
𝑘

𝑠𝑘 
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       =(lim𝑛 ∑ ℎ𝑛,𝑣𝑘𝑘 ) liminf
𝑘

𝑠𝑘 

       =(lim𝑛 ∑ ℎ𝑛𝑘𝑘∈𝑃 ) liminf
𝑘

𝑠𝑘 

       =δ𝐻(P)liminf
𝑘

𝑠𝑘 

holds by Theorem 2. If we take -s instead of s in (2.1), we immediately 

obtain (2.2). 

2.1. Finite Splices. Here, 𝑓𝑖𝑛𝑖𝑡𝑒∗
 spliced sequences will be reminded 

and the results about their summability will be examined with the help of 

nonnegative matrices. 

Definition 6. If j∈ 𝑃𝑖 , then j= 𝑣𝑖(𝑘) for some k. Define s=(𝑠𝑗) as 

𝑠𝑗 = 𝑠𝑣𝑖(𝑘) = 𝑠𝑘
(𝑖)

. Then s is called an 𝑅∗ − splice over {𝑃𝑖: i = 1,2, … , R } 

where {𝑃𝑖: i = 1,2, … , R } is a fixed R-partition of ℕ and 𝑠(𝑖) = (𝑠𝑘
(𝑖)

) are 

bounded sequences for i = 1,2, … , R [17]. 

Remark that spliced sequences are constructed from convergent sequences 

and every R-splice is also 𝑅∗ − splice. Also, any 𝑅∗ − splice is bounded. 

With the use of next theorem, we can estimate the core of the sequence 

(𝐻𝑠)𝑛. 

Theorem 3. If δ𝐻(𝑃𝑖) exists for all i = 1,2, … , R then for any 𝑅∗ − splice 

s over {𝑃𝑖} we have 

liminf
𝑛

(𝐻𝑠)𝑛 ≥ ∑ δ𝐻(𝑃𝑖)𝛼𝑖                                                                         (2.3)

𝑅

𝑖=1

 

and 

limsup
𝑛

(𝐻𝑠)𝑛 ≤ ∑ δ𝐻(𝑃𝑖)𝛽𝑖                                                                       (2.4)

𝑅

𝑖=1

 

where  𝛼𝑖 = liminf
𝑘

𝑠𝑘
(𝑖)

, 𝛽𝑖 = limsup
𝑘

𝑠𝑘
(𝑖)

, H is a nonnegative summability 

matrix and {𝑃𝑖 = {𝑣𝑖(𝑗)}: i = 1,2, … , R} is an R-partition of ℕ. 

Proof. Suppose that δ𝐻(𝑃𝑖) exists for all i = 1,2, … , R and let s be an 𝑅∗ − 

splice over {𝑃𝑖}. As in [12], 

(𝐻𝑠)𝑛 = ∑ ℎ𝑛𝑘

∞

𝑘=1

𝑠𝑘 

      =∑ (∑ ℎ𝑛𝑘𝑠𝑘𝑘∈𝑃𝑖
)𝑅

𝑖=1  
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      =∑ (∑ ℎ𝑛,𝑣𝑖(𝑗)𝑠𝑣𝑖(𝑗)
∞
𝑗=1 )𝑅

𝑖=1  

      =∑ (∑ ℎ𝑛,𝑣𝑖(𝑗)
∞
𝑗=1 𝑠𝑗

(𝑖)
)𝑅

𝑖=1  

     

 =∑ (𝐻[𝑃𝑖]𝑠(𝑖))𝑛
𝑅
𝑖=1                        (2.5) 

holds for all 𝑛 ∈ ℕ. Thus, 

liminf
𝑛

(𝐻𝑠)𝑛 = liminf
𝑛

∑(𝐻[𝑃𝑖]𝑠(𝑖))
𝑛

𝑅

𝑖=1

 

                                                                   ≥ ∑ liminf
𝑛

(𝐻[𝑃𝑖]𝑠(𝑖))
𝑛

𝑅
𝑖=1  

                                                                   ≥ ∑ δ𝐻(𝑃𝑖)𝛼𝑖
𝑅
𝑖=1  

holds by (2.5) and Lemma 1. This completes the proof of (2.3). 

If we take -s instead of s in (2.3), then we immediately obtain (2.4). 

If 𝑠(𝑖)
 is convergent for any i = 1,2, … , R then 𝑖 ≔ 

𝑖
=𝑖 for any i =

1,2, … , R. 

Hence, so from Theorem 3, we obtain that the core of the sequence Hs lies 

in [∑ δ𝐻(𝑃𝑖)
𝑖
, ∑ δ𝐻(𝑃𝑖)𝑖

𝑅
𝑖=1  𝑅

𝑖=1 ] and generalizes the similar theorems in 

[12], [17]. 

2.1. Infinite Splices. Here, ∞∗ − spliced sequences will be reminded 

and the results about their summability will be examined with the help of 

nonnegative matrices. 

Definition 7. Let {𝑃𝑖: 𝑖 ∈ ℕ} be a fixed infinite-partition of ℕ and let 

𝑠(𝑖) = (𝑠𝑘
(𝑖)

) be bounded sequences for 𝑖 ∈ ℕ. If j∈𝑃𝑖, then j=𝑣𝑖(𝑘) for 

some k. Define s=(𝑠𝑗) as 𝑠𝑗 = 𝑠𝑣𝑖(𝑘) = 𝑠𝑘
(𝑖)

. Then it is said that s is an ∞∗ − 

splice over {𝑃𝑖: } [17]. 

Recall that the spliced sequences (∞-splice) are obtained from convergent 

sequences in [12] and again one can easily notice that any ∞-splice is also 

an ∞∗ − splice. Note that an ∞∗ − splice does not need to be bounded. 

Now we deal with the core of the sequence Hs for a bounded ∞∗ − splice s 

in the following theorem. 

Theorem 4. If δ𝐻(𝑃𝑖) exists for all 𝑖 ∈ ℕ and ∑ δ𝐻(𝑃𝑖) =∞
𝑖=1 T, then for 

any bounded ∞∗ − splice s over {𝑃𝑖} we get 
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liminf
𝑛

(𝐻𝑠)𝑛 ≥ ∑ δ𝐻(𝑃𝑖)

∞

𝑖=1


𝑖
                                                     (2.6) 

and 

limsup
𝑛

(𝐻𝑠)𝑛 ≤ ∑ δ𝐻(𝑃𝑖)𝑖

∞

𝑖=1

                                                   (2.7)  

where 
𝑖

= liminf
𝑘

𝑠𝑘
(𝑖)

, 𝑖 = limsup
𝑘

𝑠𝑘
(𝑖)

, H is a nonnegative infinite matrix 

and {𝑃𝑖 = {𝑣𝑖(𝑗): 𝑖 ∈ ℕ} is an ∞-partition of ℕ. 

Proof. Suppose that δ𝐻(𝑃𝑖) exists for all i∈ ℕ with ∑ δ𝐻(𝑃𝑖) =∞
𝑖=1 T and let 

s be an ∞∗ − splice s over {𝑃𝑖}. Again, as in [12] that 

(𝐻𝑠)𝑛 = ∑ ℎ𝑛𝑘

∞

𝑘=1

𝑠𝑘 

         =∑ (∑ ℎ𝑛𝑘𝑠𝑘𝑘∈𝑃𝑖
)∞

𝑖=1  

         =∑ (∑ ℎ𝑛,𝑣𝑖(𝑗)𝑠𝑣𝑖(𝑗)
∞
𝑗=1 )∞

𝑖=1  

       =∑ (∑ ℎ𝑛,𝑣𝑖(𝑗)
∞
𝑗=1 𝑠𝑗

(𝑖)
)∞

𝑖=1  

                                          =∑ (𝐻[𝑃𝑖]𝑠(𝑖))𝑛
∞
𝑖=1                     (2.8) 

holds for all 𝑛 ∈ ℕ. Set 
𝑛
:ℕ → ℂ and 

𝑛
:ℕ → ℂ for every 𝑛 by 


𝑛

(𝑖):= (𝐻[𝑃𝑖]𝑠(𝑖))𝑛 and 
𝑛

(𝑖):=M(𝐻[𝑃𝑖]e)𝑛 

where M:=sup𝑘⌊𝑠𝑘⌋ and e=(1,1,…). From Theorem 1.2 in [12] we know 

that  

lim
𝑛


𝑛
(𝑖) = 𝑀 δ𝐻(𝑃𝑖) 

and 

lim
𝑛

∫ 
𝑛

(𝑖) 𝑑
ℕ

=∫ ( lim
𝑛


𝑛
(𝑖)) 𝑑

ℕ

=MT> 0                             (2.9) 

where  is the counting measure. Also one can easily show that 

⌊
𝑛

(𝑖)⌋ ≤ 
𝑛

(𝑖) 

holds for all 𝑛, 𝑖 ∈ ℕ. Since 
𝑛
 and 

𝑛
 are measurable with respect to  and 


𝑛
+ 

𝑛
≥ 0 for all 𝑛, then it follows from (2.9) and Fatou’s Lemma that 
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lim
𝑛

∫ ( liminf(
𝑛


𝑛

+  
𝑛

) (i) 𝑑 ≤ liminf
𝑛

ℕ

∫(
𝑛

+  
𝑛

)(i) 𝑑

ℕ

 

=liminf
𝑛

(∫ 
𝑛

(𝑖)𝑑 +
ℕ

∫ 
𝑛

(𝑖)𝑑)
ℕ

 

=liminf
𝑛

∫ 
𝑛

(𝑖)𝑑 +
ℕ

lim
𝑛

∫ 
𝑛

(𝑖)𝑑
ℕ

 

=liminf
𝑛

∫ 
𝑛

(𝑖)𝑑 +
ℕ

𝑀 ∑ δ𝐻(𝑃𝑖)∞
𝑖=1  

=liminf
𝑛

∫ 
𝑛

(𝑖)𝑑 +
ℕ

𝑀𝑇.                                                                    (2.10) 

Beside this, (
𝑛
) is convergent and we have 

∫ liminf
𝑛

(
𝑛

+  
𝑛

)(𝑖) 𝑑 =

ℕ

∫(liminf
𝑛

ℕ


𝑛

(𝑖) + lim
𝑛


𝑛
(𝑖)) 𝑑 

                                                          =∫ liminf
𝑛ℕ


𝑛

(𝑖)𝑑 + ∫ lim
𝑛


𝑛
(𝑖)

ℕ

 𝑑 

                                                          =∫ liminf
𝑛ℕ


𝑛

(𝑖)𝑑 + M ∑ δ𝐻(𝑃𝑖)∞
𝑖=1  

                                                          

=∫ liminf
𝑛ℕ


𝑛

(𝑖)𝑑MT                    (2.11) 

 

for all i. Hence from (2.10) and (2.11) we also have 

∫ liminf
𝑛

ℕ


𝑛

(𝑖)𝑑 ≤ liminf
𝑛

∫ 
𝑛

(𝑖)𝑑

ℕ

 

                                                              =liminf
𝑛

∑ (𝐻[𝑃𝑖]𝑠(𝑖))
𝑛

∞
𝑖=1  

                                                              

=liminf
𝑛

(𝐻𝑠)𝑛.                                (2.12) 

Now using Lemma 1 

                                         ∫ liminf
𝑛ℕ


𝑛

(𝑖)𝑑 = ∫ liminf
𝑛ℕ

(𝐻[𝑃𝑖]𝑠(𝑖)
) 𝑑 

        ≥ ∫ δ𝐻(𝑃𝑖)𝑖ℕ
 𝑑 

                                                                     

=∑ δ𝐻(𝑃𝑖)∞
𝑖=1 

𝑖
.                    (2.13) 
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Hence by (2.12) and (2.13), we get  

∑ δ𝐻(𝑃𝑖)

∞

𝑖=1

𝛼𝑖 ≤ liminf
𝑛

(𝐻𝑠)𝑛 

which completes the proof of (2.6). 

If we replace s by -s in (2.6), we immediately obtain (2.7). 

If 𝑠(𝑖)
 is convergent for any 𝑖 ∈ ℕ then 𝑖 ≔ 

𝑖
=𝑖 for any 𝑖 ∈ ℕ. Hence 

our Theorem 4 generalizes Theorem 3.4 in [12]. Moreover, this theorem 

also tells us that the core of the sequence Hs does not exceed the interval 

[∑ δ𝐻(𝑃𝑖)∞
𝑖=1 

𝑖
, ∑ δ𝐻(𝑃𝑖)

∞
𝑖=1 𝑖]. 
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