
121

Chapter 7

Artificial Intelligence-Driven Design of Serious 
Games 

Afra Çalık1

Abstract

Artificial intelligence (AI) is rapidly reshaping the design, functionality, and 
pedagogical potential of serious games in healthcare education. This chapter 
explores how AI technologies—particularly machine learning, natural 
language processing, and reinforcement learning—enable personalized 
learning experiences, adaptive scenario generation, and dynamic non-player 
character (NPC) behaviors within clinically relevant training environments. 
It further analyzes how AI-supported systems can foster the development of 
not only technical competencies but also critical soft skills such as empathy, 
ethical reasoning, and interprofessional communication. Drawing on 
cognitive apprenticeship, situated learning, and critical pedagogy, the chapter 
presents a multidimensional framework that integrates AI capabilities with 
established educational theories. Through case-based examples and theoretical 
mapping, it critically evaluates the opportunities and limitations of AI-
enhanced serious games, emphasizing the need for ethical, learner-centered, 
and culturally sensitive design practices. The chapter concludes by outlining 
a future-oriented, AI-driven design pipeline that positions AI not merely as a 
technical engine, but as a pedagogical partner in healthcare training.

The Role of AI in Healthcare Serious Games

Artificial Intelligence (AI), as an interdisciplinary field that aims to 
develop systems capable of mimicking human cognitive processes, plays an 
increasingly prominent role in digital solutions for healthcare education. 
Unlike traditional instructional methods, AI establishes the foundation for 
systems that can adapt to individual learner needs, provide real-time feedback, 
and personalize learning processes according to specific requirements and 
competencies.
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However, the educational applications of these technologies extend 
beyond mere technical achievement. The ethical dimensions of player 
modeling and monitoring systems warrant careful consideration, particularly 
within healthcare contexts where professional competency and patient 
safety are paramount. The continuous and automated recording of student 
behaviors presents significant risks concerning privacy, intrinsic motivation, 
and pedagogical flexibility. The pedagogical design of AI-based systems 
assumes critical importance in this context; failure to establish learner-
centered, transparent, and ethically aligned systems may result in technology 
causing more harm than benefit.

The integration of AI in healthcare serious games presents unique 
opportunities for addressing complex educational challenges inherent in 
medical and healthcare training. These systems can simulate realistic clinical 
scenarios, provide adaptive difficulty progression, and offer personalized 
learning pathways that accommodate diverse learning styles and professional 
development needs. Furthermore, AI-enhanced serious games can facilitate 
the assessment of both technical competencies and soft skills critical to 
healthcare practice, such as clinical reasoning, decision-making under 
pressure, and interprofessional communication.

Nevertheless, the implementation of AI in healthcare education requires 
careful attention to pedagogical soundness and ethical considerations. 
Issues of algorithmic bias, data privacy, transparency in decision-making 
processes, and the potential for over-reliance on automated systems must 
be systematically addressed. The design of such systems necessitates close 
collaboration among educational technologists, healthcare professionals, and 
ethicists to ensure that technological advancements serve genuine educational 
objectives rather than merely demonstrating technical capabilities.

This chapter examines the positioning of artificial intelligence systems 
within serious games for healthcare education, analyzing exemplary 
applications developed in subdomains such as machine learning, natural 
language processing, and player modeling through comprehensive case 
studies. The objective is to provide readers with a multidimensional 
perspective that encompasses both the potential and limitations of AI-based 
game design, thereby contributing to informed decision-making in the 
development and implementation of such educational technologies.

1. Theoretical Foundations of AI in Serious Games

AI-enhanced serious games in healthcare education serve as practical 
tools for teaching complex decision-making processes, simulating clinical 
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scenarios, and modeling ethical dilemmas. Through AI algorithms, in-
game characters become dynamic entities capable of responding to player 
behaviors, learning from interactions, and simulating realistic decision-
making processes. This dynamic structure enables students to develop not 
only theoretical knowledge but also critical thinking, problem-solving, and 
communication skills essential in healthcare practice. Rather than following 
fixed scenarios, these games offer adaptive learning experiences that respond 
to individual learning styles and performance patterns.

1.1 Core AI Technologies in Healthcare Serious Games

Machine Learning (ML) represents one of the most frequently utilized 
AI components in healthcare-focused serious games. ML algorithms analyze 
behavioral data collected during gameplay to generate insights about student 
performance profiles. These profiles enable automatic restructuring of game 
content, including personalized difficulty levels, task sequences, and guided 
hints. Automated assessment systems leverage ML capabilities to analyze not 
only outcomes but also learning processes, providing a holistic evaluation 
that is particularly valuable in intensive practical training, such as nursing or 
emergency response education (Frutos-Pascual and Zapirain, 2015).

Natural Language Processing (NLP) techniques play a crucial role 
in healthcare education games, particularly in interactions with virtual 
patients. NLP enables the analysis and interpretation of students’ written 
or verbal expressions, facilitating the provision of feedback, the evaluation 
of communication style, and the development of emotional competencies 
such as empathy. However, ethical and privacy considerations must be 
carefully addressed in implementing these technologies, as misinterpretation 
of learner expressions or presentation of artificial assessments as absolute 
truth can lead to pedagogical problems (Picca et al., 2015).

Intelligent Character Systems powered by AI create more convincing 
and interactive scenarios by managing in-game character behaviors. 
These characters enable healthcare professional candidates to prepare for 
emotional responses, cultural differences, and uncertainty situations they 
may encounter in real practice (Westera et al., 2020). For instance, a virtual 
patient character with emotional expressions can exhibit anxious, distrustful, 
or cooperative behaviors based on the player’s approach, contributing not 
only to knowledge assessment but also to the development of professional 
attitude and behavior.
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1.2 Adaptive Learning Systems: Three Theoretical Approaches

This section examines the theoretical foundations of AI-supported 
adaptive systems in healthcare education serious games through three 
fundamental approaches:

1.2.1 Rule-Based Adaptation Systems

Rule-based systems operate through “if-then” logic, responding to 
student in-game performance according to predefined scenarios (Westera et 
al., 2020). This approach, frequently used in healthcare education, proves 
particularly effective for basic skill training, monitoring procedure steps, and 
tasks conducted through fixed protocols.

However, these systems fall short in evaluating students’ strategic 
decision-making or ethical reasoning. With limited cognitive flexibility, 
learning typically progresses through predetermined paths and remains 
insensitive to behavioral diversity.

As a representative example, the chapter includes Campus Atlantis—a serious 
game conceived and implemented by the author within the scope of a practice-based 
research project exploring the integration of AI in clinical training simulations. 
The game integrates AI-driven patient interactions and reflective feedback loops 
to support nursing students’ clinical reasoning and communication skills. This 
case highlights how AI can not only enhance game mechanics but also facilitate 
professional identity formation and emotional engagement.

Campus Atlantis Example: In early versions of Campus Atlantis, rule-
based structures provided effective frameworks for teaching fundamental 
nursing practices. When students succeeded in tasks such as intravenous 
fluid administration, positioning, or vital sign monitoring, the system 
applied rules like “if success rate exceeds 80% → increase difficulty level in 
next task.” This structure created repetition-based learning cycles, enabling 
students to master specific skills, although it could not directly analyze 
decision processes, intervention hesitation, or ethical concerns.

1.2.2 Machine Learning and Reinforcement Learning Systems

ML provides an approach that enables the analysis of student data to 
construct personalized learning pathways. Player models created from 
multiple parameters including response time, success rate, and interaction 
frequency enable dynamic task adaptation, transforming learning experiences 
into time-distributed, variable, and meaningful processes.
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However, ML systems often exhibit “black box” characteristics where 
pedagogical justification for system decisions remains unclear. Additionally, 
the insufficient incorporation of abstract pedagogical dimensions, such as 
ethical reflection, reasoning quality, and emotional sensitivity, limits this 
approach.

Campus Atlantis Example: Advanced versions incorporated machine 
learning algorithms to analyze student behaviors during gameplay, creating 
personalized “learning profiles.” For students who typically made delayed 
decisions, skipped critical steps, and frequently accessed consultation screens, 
the system recognized these patterns and provided additional guidance in 
subsequent tasks while adaptively adjusting evaluation criteria.

1.2.3 Evolutionary Game Theory (EGT) Based Systems

Evolutionary Game Theory extends beyond classical game theory’s 
assumption of rational decision-makers to model how decision strategies 
evolve through interaction. In healthcare education contexts, analyzing 
students’ clinical behaviors—such as intervention, consultation, or 
withdrawal—as strategic choices and habits rather than merely outcome-
based actions holds significant importance.

EGT models, such as Hawk-Dove, Iterated Prisoner’s Dilemma, or War 
of Attrition, enable an understanding of how student decision strategies 
develop in specific pedagogical contexts and how tasks can be designed 
to address these strategies. This approach positions learning as a social, 
strategic, and behavioral evolutionary process rather than purely individual 
development (Doreswamy and Horstmanshof, 2025).

Theoretical Application Example: Consider a healthcare education 
game where students’ intervention styles in clinical scenarios are modeled 
as long-term behavioral strategies. Students who consistently make 
immediate, independent decisions without seeking consultation could be 
classified as exhibiting “hawk” strategies. In contrast, those who frequently 
delay decisions by requesting additional guidance or team consultation 
demonstrate “dove” strategies.

The AI system would observe these strategic patterns across multiple 
tasks to identify each student’s risk-taking tendencies and collaboration 
preferences. Based on this analysis, the system could then provide targeted 
scenarios designed to encourage strategic adaptation—for instance, 
presenting “hawk” strategists with complex cases that require team 
consultation or challenging “dove” strategists with time-critical scenarios 
that require rapid independent decision-making. This approach transforms 
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behavioral tendencies into learning opportunities by strategically designing 
counter-scenarios that promote balanced clinical decision-making skills.

1.3. Comparative Analysis and Integration

Each theoretical approach offers distinct advantages and limitations in 
the context of AI-enhanced healthcare education games. Table 2.1 provides 
a comprehensive comparison of the three primary adaptive learning 
approaches discussed in this chapter.

Table 1.3. Comparative Analysis of AI-Based Adaptive Learning Approaches in 
Healthcare Education

Approach Strengths Limitations

Rule-Based Simple, reliable, predictable Static, insensitive to 
behavioral

Machine Learning
Personalization, predictive 
capability

Lack of transparency, 
limited handling of abstract 
reasoning

EGT
Strategy development, social 
behavior analysis

Complex, requires multiple 
data sources and contextual 
knowledge

As demonstrated in Table 1.3., integrating AI into healthcare education 
games requires alignment not only with technical accuracy but also with the 
strategic nature of learning processes. EGT particularly supports positioning 
AI as a meaning-centered rather than purely data-driven learning partner, 
especially when learning objectives involve ethics, communication, and 
reflection.

While these three approaches offer different strategies for integrating 
AI into learning processes, hybrid systems that combine these structures 
often prove more effective in real-world educational scenarios. The critical 
question of how pedagogical theories can be effectively integrated with AI 
techniques to create comprehensive learning environments is raised.

1.4. AI in Education: Pedagogical Integration

Serious games possess robust pedagogical foundations for enhancing 
learning motivation, contextualizing knowledge, and developing skills within 
safe environments. However, in fields such as healthcare education—where 
ethical, communicative, and reflective dimensions are paramount—realizing 
this potential requires learning designs that deepen the pedagogical value of 
gaming experiences. Artificial Intelligence (AI) must be conceptualized not 
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merely as a scenario control mechanism or performance measurement tool 
but as a structure that guides, contextualizes, and transforms teaching itself.

The integration of AI into healthcare education games demands careful 
consideration of established pedagogical theories and their practical 
implementation. This chapter explores how AI can enhance learning 
through four key pedagogical frameworks, illustrating how technology can 
serve more profound educational purposes beyond mere content delivery.

1.4.1. Cognitive Apprenticeship and AI Integration

Cognitive apprenticeship theory in healthcare education aims to model 
expert decision-making processes, enabling students to participate in complex 
reasoning patterns (Collins, Brown & Newman, 1989). AI-supported games 
can facilitate student engagement with sophisticated thinking processes 
through expert-like advisor characters (AI nurses, AI physicians). However, 
this requires more than just content presentation—it demands explanatory 
and reflective feedback that addresses student interventions.

When AI poses questions such as “How did you evaluate patient privacy 
when making this decision?” during reflective moments, it activates the 
cognitive apprenticeship process. The AI system functions as a master 
practitioner, making tacit knowledge explicit through strategic questioning 
and guided reflection. This approach transforms AI from a passive information 
provider into an active participant in the knowledge construction process.

Implementation Strategy: AI systems should be designed to recognize 
decision-making patterns and provide scaffolded support that gradually 
transfers cognitive responsibility to the learner. The system can model 
expert thinking through think-aloud protocols, demonstrate problem-
solving strategies, and guide students through increasingly complex clinical 
reasoning processes.

1.4.2. Situated Learning and Authentic Clinical Context

Lave and Wenger’s (1991) situated learning approach argues that 
learning cannot be separated from social context. In healthcare education, 
this means learning not only skills but also professional identity. AI can 
contribute to identity formation by positioning in-game characters as social 
agents within authentic practice communities.

Reinforcement learning-based AI systems can track player behavioral 
patterns and provide contextually meaningful feedback within social 
frameworks, such as: “What implications did this decision have for team 
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dynamics?” Such inquiries support the development of a professional attitude 
by embedding learning within realistic social and professional contexts.

Key Considerations: AI characters must demonstrate authentic 
professional relationships, cultural competence, and situational awareness. 
The system should recognize that healthcare practice is inherently social 
and collaborative, requiring AI to model appropriate interprofessional 
communication and shared decision-making processes.

1.4.3. Learning Analytics and Decision-Based Feedback

AI-enhanced games can collect micro-level interaction data (click 
sequences, decision times, repeated errors) and transform this information 
into meaningful insights through learning analytics. However, this data 
must not remain at the system level—it should be presented in ways that 
help students recognize their learning patterns and metacognitive processes.

Post-game visual feedback reports can demonstrate students’ willingness 
to seek advice, highlight areas of uncertainty, and reveal the ethical principles 
they employ in their reflective explanations—enabling students to visualize 
learning models and initiate internalization processes (Zimmerman, 2002). 
The goal is to develop self-regulated learners who can monitor and adjust 
their learning strategies.

Feedback Design Principles:

Transparency: Students should understand how their data is collected 
and analyzed

Actionability: Feedback should provide specific guidance for 
improvement

Reflection: Analytics should prompt metacognitive awareness rather 
than simple performance metrics

Growth Orientation: Focus on learning progress rather than 
comparative performance

1.4.4. Critical Pedagogy and AI: Beyond What to Why

Freire’s critical pedagogy emphasizes that learners should be active 
questioners rather than passive recipients of information. AI-based games 
should support this philosophy by enhancing students’ questioning capacity 
rather than merely measuring correct-incorrect decisions.

Virtual patient characters can encourage students to engage in deeper 
reflection by responding to their decisions with questions such as “Does 
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this intervention truly demonstrate that you prioritize my needs?” Such 
interactions position AI not merely as a tool but as a dialogical partner that 
triggers ethical awareness and critical thinking.

Critical Engagement Strategies:

 • Problematizing Practice: AI should present scenarios that challenge 
assumptions and conventional approaches

 • Encouraging Inquiry: Systems should reward questioning and 
exploration rather than compliance

 • Social Justice Orientation: AI characters should embody diverse 
perspectives and highlight issues of equity and access

 • Transformative Learning: Focus on changing perspectives and 
professional identity, not just skill acquisition

The integration of these pedagogical frameworks suggests that effective 
AI in healthcare education serious games require:

 • Adaptive Mentoring: AI systems that can adjust their pedagogical 
approach based on individual learning needs and professional 
development stages

 • Social Authenticity: Virtual characters and environments that 
accurately reflect the complexity of healthcare practice communities

 • Metacognitive Support: Tools and feedback mechanisms that 
promote self-awareness and reflective practice

 • Critical Engagement: Design elements that encourage questioning, 
problem-posing, and transformative learning experiences

This pedagogical integration demands that AI development teams 
include educational theorists, practicing healthcare professionals, and 
ethicists alongside technical specialists. Only through such interdisciplinary 
collaboration can AI-enhanced serious games achieve their potential to 
transform healthcare education while maintaining pedagogical integrity and 
professional relevance.

1.5. AI-Driven Game Design Pipeline

Artificial intelligence not only personalizes gaming experiences but 
fundamentally transforms the design process itself. The AI-driven game 
design pipeline represents a holistic approach to integrating AI across 
all stages of game development - from scenario generation and character 
behavior modeling to visual content creation and environmental design. 
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This framework particularly accelerates production processes while 
pedagogically deepening knowledge-intensive and context-sensitive fields, 
such as healthcare education.

1.5.1. Procedural Content Generation (PCG)

Traditional game design processes rely on manual scenario creation by 
experts, which is both time-consuming and prone to repetitive content. 
Procedural Content Generation (PCG) enables algorithms to generate game 
content based on predetermined rules or learned patterns (Shaker et al., 
2016). When combined with AI, PCG has the potential to generate not 
only game environments but also complex and contextual content such as 
patient profiles, ethical dilemmas, treatment process variations, and scenario 
branches responsive to student decisions.

PCG gained attention, particularly through rogue-like games, and has 
now become widespread in open-world, quest-based, and narrative-focused 
games. In serious games, this method provides significant advantages in 
healthcare education by enabling the generation of numerous specialized 
scenarios with limited resources. For example, a unique patient case can 
be created based on the student’s previous choices or performance level. 
This type of dynamic content generation enhances learning motivation and 
reduces cognitive fatigue associated with repetitive scenarios.

AI-supported PCG differs from random generation by analyzing player 
behaviors to personalize content. As demonstrated in the serious game 
“Wake Up for the Future,” PCG supported by genetic algorithms (GA) 
shapes scenarios according to the player’s previous interactions. NPCs 
(patient characters), student cards, and responses to arguments change 
based on each player’s reactions, enabling automatic difficulty adjustment 
(DDA) according to the student’s learning pace.

For instance, if a physiotherapy student frequently makes errors in 
specific movement assessment techniques during previous gait analysis cases, 
the system can present more variant scenarios to reinforce that topic. This 
content cycle creates a structure that pedagogically supports reinforcement 
while providing controlled cognitive challenges.

This methodology also enables objective measurement of content quality 
in games developed for healthcare education. For example, scenario models 
developed in “Clinical Simulation for Nursing Students” can be tested to 
generate more diverse content variations against critical errors made by 
students.
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Another AI-supported potential of PCG is cultural adaptation capability. 
NLP-based models can transform specific patient profiles appropriately for 
different social contexts. For example, the same clinical scenario can be 
expressed with different languages, behaviors, and communication styles 
between a patient in Turkey and one in Germany. This presents a critical 
advantage for serious games with global usability.

AI-supported Procedural Scenario Generation has the potential 
to reshape not only the gaming world but also the healthcare education 
field through serious games. This method, notable for both its time- and 
cost-effectiveness and pedagogical adaptability, will form the foundation 
of student-centered, automatically personalized simulations in the future. 
Correctly modeled PCG systems are becoming powerful tools for preparing 
healthcare professional candidates for more effective, ethical, and versatile 
decision-making processes.

1.5.2. Branching Narrative Design

AI not only multiplies branching narrative designs but also dynamically 
personalizes, directs according to learning behavior, and restructures based 
on pedagogical goals. This particularly deepens students’ learning processes 
in healthcare education-specific dimensions such as decision-making, ethical 
dilemmas, patient communication, and clinical reasoning.

1.5.3. LLM-Based Narrative Creation

Large Language Models (LLMs) can create patient characters and 
dialogue structures that generate real-time responses to player inputs rather 
than relying on traditional choice trees. These systems create narrative 
branches with semantic consistency and novelty based on student input 
rather than predefined scenario branches. 

Theoretical Application Example: Imagine a pediatric dental simulation 
where the LLM-powered patient (an 8-year-old virtual child) responds to 
different communication approaches during a cavity treatment consultation. 
When a dental student uses technical jargon, the AI child responds with 
anxiety and resistance: ‘What does ‘dental caries’ mean? Will the drill hurt?’ 
However, when the student explains using child-friendly language, such as 
‘We need to clean the sugar bugs from your tooth,’ the AI child becomes 
more cooperative and asks follow-up questions about the ‘tooth cleaning 
adventure.’ The system tracks these interactions and branches into different 
emotional trajectories; fearful children become more withdrawn and difficult 
to treat, while reassured children become more compliant and trusting.
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For example, when a nutrition student prioritizes a non-critical dietary 
intervention in a community health screening situation, the system can 
analyze this choice and respond with a dialogue chain containing ethical 
consequences: “Did you consider how this choice affects other patients’ 
right to care?”

1.5.4. Student Data-Based Narrative Adaptation

AI can dynamically determine when which narrative branches are 
triggered by analyzing the player’s past choices, interaction duration, 
decision-making speeds, and error types. This creates a student-specific 
“narrative flow” beyond fixed branches. 

Theoretical Application Example: Consider a cross-cultural nutrition 
counseling simulator where AI analyzes a student’s dietary recommendation 
patterns and cultural food assumptions. A nutrition student counseling a 
virtual elderly Middle Eastern patient might initially suggest Western dietary 
modifications without considering traditional food practices. The AI detects 
this approach and dynamically adjusts the patient’s responses to reflect 
cultural food preferences - the virtual patient becomes resistant to suggestions 
that conflict with religious dietary laws or traditional family meal structures. 
The AI detects this approach and dynamically adjusts the patient’s responses 
to reflect cultural expectations; the virtual patient becomes more reserved 
and less forthcoming about their symptoms. However, when the student 
adapts by incorporating more relationship-building conversation and family 
involvement, the AI patient becomes more open and cooperative, revealing 
crucial diagnostic information that was previously withheld.

If a physiotherapy student frequently rushes through pain assessment 
procedures in previous cases. In that case, the system can create a learning 
path targeting social skills by engaging users with patient characters that 
contain more intense emotional responses.

1.5.5. Cultural and Linguistic Adaptation

AI-supported branched narratives enable localization by creating culture-
specific patient profiles. Natural Language Processing (NLP) models can 
extract cultural markers from student expressions and shape patient responses 
accordingly. This structure presents a valuable opportunity for developing 
cross-cultural communication skills in healthcare education through gaming.
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1.5.6. Real-Time Narrative Feedback

Branched narrative systems integrated with AI can analyze the pedagogical 
effects of student choices in real time and reshape the scenario flow. When 
this system detects that a particular narrative branch does not align with 
the learning objectives, it can suggest an alternative branch, directing the 
student toward more effective feedback. Thus, the narrative functionally 
addresses not only “what happened?” but also “why did it happen and what 
could have happened?” within the game.

1.6. AI-Driven Character and NPC Design

Serious games, especially in areas that require high interaction 
and decision-making, such as healthcare education, provide learning 
environments that develop not only cognitive but also emotional and social 
skills. In this context, in-game characters transcend being mere narrative 
supporters to become structures that guide, respond to, teach, and evolve 
in conjunction with the player’s learning process. AI-designed NPCs (Non-
Playable Characters) are at the center of this transformation.

Theoretical Application Example: Imagine “Dr. Elena Vasquez,” an 
AI-powered virtual attending physician in a medical residency simulation. 
Unlike traditional NPCs with scripted responses, Dr. Vasquez observes the 
resident student’s decision-making patterns over multiple shifts. When the 
student consistently orders excessive diagnostic tests, Dr. Vasquez does not 
simply say, “You are ordering too many tests.” Instead, she creates a teaching 
moment: “I notice you ordered a CT scan for this patient. Walk me through 
your reasoning.” Based on the student’s response patterns and confidence 
levels, she might share a personal anecdote about her own residency 
mistakes, demonstrate cost-effective diagnostic strategies, or challenge the 
student with a similar case where minimal testing led to better outcomes. 
Dr. Vasquez’s personality evolves as well—she becomes more nurturing 
toward hesitant students and more challenging toward overconfident ones, 
creating a dynamic mentorship relationship that traditional educational 
tools cannot provide.

While NPCs were traditionally structured as simple characters exhibiting 
pre-programmed behaviors, the integration of AI technologies into 
game design has redefined them as “intelligent characters” that can learn 
from player actions, provide emotional responses, and offer personalized 
experiences.
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1.6.1 Conversational and Thinking Characters: LLM and NLP-
Based Dialogue Systems

Through Large Language Models (LLMs) and Natural Language 
Processing (NLP) techniques, NPCs not only present text or choices but can 
also generate context-sensitive, semantically coherent, real-time responses. 
In healthcare games, this is particularly important in scenarios modeling 
patient-healthcare professional relationships. The NPC patient can exhibit 
social responses, such as “fear,” “persuasion,” or “rejection,” based on the 
information provided by the student. In this context, the game transforms 
into a communication-based learning arena rather than a fixed information 
transfer.

Theoretical Application Example: Consider “Marcus,” an AI-powered 
teenage patient in a mental health simulation who presents with depression 
symptoms. Traditional NPCs might rotate through pre-written responses 
about sadness and isolation. However, Marcus uses advanced NLP to 
understand the subtle differences in how students approach him. When a 
psychiatry student asks, “How are you feeling today?” Marcus does not just 
respond with “bad” or “sad.” He might say, “I do not know... like I am 
watching my life through a window, you know? Like I am not here.” If the 
student responds with clinical language (“Can you rate your mood on a scale 
of 1-10?”), Marcus might withdraw, saying, “Never mind, you would not 
get it.” However, if the student uses validation (“That sounds isolating”), 
Marcus opens up more, perhaps sharing that he feels like “a ghost in his own 
life.” The AI system learns that this particular student requires practice with 
adolescent communication styles and adjusts Marcus’s responses to provide 
more teaching opportunities about developmentally appropriate therapeutic 
communication.

1.6.2. Emotional Modeling and Empathic Response Systems

NPCs carrying not only cognitive but also emotional intelligence are 
critically important for healthcare education. AI can shape NPC emotional 
responses by analyzing player behaviors, facial expressions, voice tone, or 
word choices through emotion analysis. For example, an NPC instructor 
character providing reflective feedback can initiate questioning not only at 
the informational level but also at the ethical and empathetic levels by asking 
students, “How did you evaluate the patient’s emotions when making this 
decision?” This structure has high impact potential, especially in psychosocial 
skills and patient communication education.



Afra Çalık | 135

Theoretical Application Example: Meet “Isabella,” an AI-powered 
patient experiencing chronic pain in a physical therapy simulation. 
Isabella’s emotional model includes pain level, frustration tolerance, trust in 
healthcare providers, and daily mood fluctuations. When a physical therapy 
student approaches Isabella with enthusiasm, saying, “Today we are going 
to work hard on your exercises!” Isabella’s AI system analyzes her current 
emotional state (high pain day, low energy) and responds authentically: “I 
can barely get out of bed today, and you want me to work hard?” Her facial 
expression shows winces of pain, and her voice carries exhaustion. If the 
student responds with empathy (“I can see you are hurting today. What 
would feel manageable?”), Isabella’s trust level increases, and she becomes 
more cooperative. However, if the student pushes forward with the original 
plan, Isabella becomes defensive, teaching the student about the importance 
of emotional attunement in therapeutic relationships. Over time, Isabella 
remembers students who consistently show empathy and become more 
willing to challenge themselves with those providers, creating a realistic 
therapeutic alliance that mirrors real patient relationships.

1.6.3. Reinforcement Learning-Adapted Character Intelligence

NPCs learning from in-game experiences beyond classic scenarios 
transform them into replayable, unique, and learning entities. NPCs powered 
by Reinforcement Learning (RL) algorithms change their strategies by 
analyzing player’s previous actions. Such structures are ideal, especially 
for simulating complex clinical decisions (Szita, 2012). For example, in a 
scenario where the wrong treatment was applied, the NPC can generate 
both physiological and social responses, confronting the student with the 
consequences of their decisions.

1.6.4. Personality Modeling and Role-Based Character Design

In NPC interaction with players, not only information but also relationship 
level and role perception are determinative. AI can equip characters with 
personality models by defining variables like trust level, patience level, and 
anger threshold. In healthcare education, this means simulating different 
patient profiles (e.g., anxious, authoritative, withdrawn). This structure 
requires players not only to choose the correct treatment but also to adjust 
their communication style according to the patient’s psychology.
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1.6.5. Visual and Audio Intelligence: Facial Expression Generation 
and Voice Responses

Generative AI systems (such as GANs or diffusion-based models) can be 
used to generate NPCs’ facial expressions, voice tones, or body language. 
These characters provide feedback to students not only through speech 
but also through facial expressions, posture, and emotional intonations. In 
healthcare education, this feature offers a powerful opportunity, especially 
for developing non-verbal communication skills.

Theoretical Application Example: Consider “Robert,” an elderly 
patient with dementia in a nursing simulation who cannot clearly express 
his needs verbally. Robert’s AI system generates subtle facial expressions 
and body language cues that nursing students must learn to interpret. 
When Robert is in pain, his AI-generated facial expressions reveal micro-
expressions of wincing, his posture becomes guarded, and his voice adopts 
a distinct tone of distress that may sound like confusion to untrained ears. 
If a nursing student learns to recognize these non-verbal cues and responds 
appropriately (“Robert, I notice you seem uncomfortable. Can you show me 
where it hurts?”), Robert’s facial expression softens, demonstrating relief at 
being understood. Students who miss these cues and continue with routine 
care see Robert become increasingly agitated, his AI-generated behaviors 
escalating to mirror real dementia-related behavioral responses. This teaches 
students that communication in dementia care extends far beyond words, 
requiring keen observation and empathetic interpretation of non-verbal 
communication patterns.

1.6.6. Character Response Mapping

The Character Response Map visualizes how AI-supported NPCs respond 
to player (student) behaviors and how these responses are distributed 
across technical subsystems. This model is exceptionally functional in areas 
like healthcare education, where decision-making, empathy-building, and 
communication skills are developed in an integrated manner.

Theoretical Application Example: Imagine a triage simulation where 
nursing student Jake encounters “Mrs. Chen,” an AI-powered patient 
presenting with chest pain. Jake’s initial assessment approach (rushed vs. 
thorough) triggers Mrs. Chen’s Character Response Map. If Jake appears 
hurried and dismissive, Mrs. Chen’s emotional AI generates anxiety 
responses—her blood pressure increases, she becomes less forthcoming 
about symptoms, and her facial expressions show distrust. The Dynamic 
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Character Response System then generates dialogue like, “Are you sure you 
have time for me? You seem very busy.”

Meanwhile, the AI-powered virtual Patient module adjusts her 
physiological responses, making her chest pain symptoms more difficult to 
assess due to stress-induced changes. However, if Jake demonstrates calm 
professionalism, Mrs. Chen’s response map activates different pathways—
she provides more explicit symptom descriptions, her vital signs stabilize, 
and she asks thoughtful questions about her care. This integrated response 
system teaches students that their approach to patients affects not only 
emotional comfort but also actual clinical assessment accuracy and patient 
outcomes.

Figure 1. Character Response Map

The Figure 1. Character Response Map’s starting point is the player’s 
(student’s) in-game action, which could be a clinical decision (such as a 
treatment application or triage decision), a communication style (sensitive 
or assertive speech), or timing (delayed intervention). An AI-based NPC 
analyzes this action, and the system generates responses at three primary 
levels:

Response Types:

A. Emotional AI Characters; This module generates emotional 
responses to player behaviors, including:
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 • Facial Expression Generation: AI systems adapt NPC facial 
expressions according to player behavior (e.g., patient NPC appears 
sad when interventions are neglected)

 • Empathy Display: NLP and sentiment analysis systems ensure 
empathetic language use in NPC verbal responses

B. Dynamic Character Response Systems; This module handles 
contextual real-time conversation generation by NPCs:

 • Real-Time Dialogue: LLMs (GPT-4, InworldAI, Convair) enable 
NPCs to generate new, meaningful, and task-appropriate dialogues 
based on student expressions.

 • AI-Powered Virtual Patients: This module focuses on NPCs 
performing behavioral-level patient simulation through realistic 
patient behavior using reinforcement learning, behavior trees, and 
personality modeling techniques.

1.6.7. Player Type-Based NPC Design

Player-type-based NPC design enables AI-supported characters to 
become dynamic actors that analyze players’ in-game behavioral preferences 
and interact accordingly rather than merely serving as content providers. One 
of the fundamental models is Bartle’s player typology, which divides players 
into four main categories: Achievers (achievement-focused), Explorers 
(exploration-focused), Socializers (social relationship-focused), and Killers 
(dominance and competition-focused) (Bartle, 1996).

Player Type Detection Mechanisms: AI systems identify player types 
through behavioral pattern analysis during gameplay. For Achiever-type 
identification, the system monitors completion rates, time spent on scoring 
mechanisms, and frequency of accessing progress indicators. Explorer-type 
players are detected through extensive area exploration, experimentation with 
different interaction methods, and a tendency to examine optional content. 
Socializer-type detection focuses on communication frequency, time spent 
in social areas, and preference for collaborative activities. Killer-type players 
are identified by their competitive behaviors, attempts to influence other 
players’ experiences, and engagement in player-versus-player interactions.

Theoretical Application Example: Consider how the AI system adapts 
“Dr. Martinez,” a virtual cardiology attending, to different student personality 
types during a cardiac catheterization simulation. When working with 
Emma, an Explorer-type student who asks, “What would happen if we tried 
a different approach?” Dr. Martinez becomes a collaborative investigator, 
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saying, “Interesting question! Let us examine the patient’s anatomy more 
closely. What do you notice about the left anterior descending artery?” 
He provides additional imaging views and encourages Emma to discover 
alternative techniques.

However, when working with David, an Achiever-type student focused on 
performance metrics, Dr. Martinez transforms into a goal-oriented mentor: 
“You completed that procedure in 15 minutes with zero complications—
that is faster than 80% of residents at your level. Now let us see if you can 
maintain that efficiency while reducing radiation exposure by 20%.” He 
provides clear benchmarks and celebrates specific accomplishments.

For Sarah, a Socializer-type student who thrives on relationship building, 
Dr. Martinez becomes more personally engaged: “You know, your gentle 
approach with that anxious patient reminds me of my mentor. Tell me, how 
did you know she needed extra reassurance?” He shares personal anecdotes 
and creates emotional connections that motivate Sarah through relationships 
rather than competition.

For Marcus, a Killer-type student who seeks to influence and affect other 
players’ experiences, Dr. Martinez facilitates peer interaction scenarios: “I 
am connecting you with the simulation room next door where Dr. Stevens 
is working with another resident on the same case. Show them how it is 
done—let us see whose technique impresses the attending physician more.” 
He creates opportunities for Marcus to demonstrate superiority over peers 
in real-time, perhaps by setting up competitive case presentations where 
Marcus can critique others’ approaches or take leadership roles that allow 
him to direct other students’ learning experiences. When Marcus successfully 
influences his peer’s decision-making during the joint simulation, Dr. 
Martinez acknowledges: “Excellent guidance to your colleague—you just 
prevented them from making a critical error.

According to Andrew Przybylski’s self-regulation-based player typology, 
players’ expected values from interaction are divided into three: autonomy, 
competence, and relatedness. When AI-supported NPCs are designed 
with structures balancing these three needs, deeper and more personalized 
learning environments emerge.

1.7. AI-Powered Visual Design and Asset Generation

AI-supported visual generation technologies bring not only technical 
conveniences to serious game development processes but also pedagogical 
diversity and content accuracy. In this context, the production process 
is being restructured across a broad spectrum, from character designs 
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serving educational goals to dynamic environment creation, from medical 
illustrations to avatar customization processes.

Theoretical Application Example: Consider the development of a 
“Virtual General Hospital,” a comprehensive medical education platform 
where AI generates contextually appropriate visual assets in real time. 
When a student enters the pediatric ward, the AI system does not just load 
a generic hospital room—it generates age-appropriate wall decorations, 
correctly sized medical equipment, and even ambient details like the sound 
of a child’s laughter from a nearby room. Suppose the scenario involves 
a culturally diverse patient population. In that case, the AI creates visual 
representations that authentically reflect different ethnicities, religious dress, 
and cultural artifacts in patient rooms, ensuring students learn to provide 
culturally competent care.

The system takes it a step further by generating medical illustrations 
tailored to each case. When a student examines a patient with a rare 
skin condition, the AI creates high-resolution, medically accurate visual 
representations of the condition at different stages, adjusting lighting and 
skin tone to match the virtual patient’s characteristics. If a student struggles 
with anatomical concepts, the system generates interactive 3D models, cross-
sectional views, and simplified diagrams that adapt to the student’s learning 
pace and visual processing preferences. This creates an environment where 
visual learning is not limited by pre-existing asset libraries but dynamically 
responds to educational needs and student characteristics.

Particularly in areas that require sensitivity in terms of contextual 
accuracy and representation, such as healthcare education, creating content 
with generative AI systems (e.g., DALL·E, Midjourney, Stable Diffusion) 
has become faster, more accessible, and customizable. These generative AI 
systems can be used to generate NPCs’ facial expressions, voice tones, or 
body language, providing feedback to students not only through speech but 
also through facial expressions, posture, and emotional intonations.

The fundamental pedagogical function of serious games is to make 
learning interactive and transform students into active agents. Visual and 
spatial elements used in this context are not merely aesthetic elements but 
also determinative tools in terms of cognitive load, motivation, and empathic 
interaction. Creating scenario-appropriate and culturally sensitive characters 
in AI-supported visual generation processes increases student participation 
and learning motivation.
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In terms of environment design, dynamic hospital, clinic, or home 
environments created with procedural content generation techniques enrich 
in-game interaction and can adapt to student decisions. AI can dynamically 
optimize spatial features, such as lighting, arrangement, and object 
positioning, according to scenario requirements, thereby supporting player 
awareness, attention management, and contextual analysis skills.

Ultimately, character customization tools provide more inclusive and 
ethical design opportunities for player representation. AI-supported avatar 
generation enables students to express their identity in digital environments 
by considering many variables, such as different physical features, cultural 
clothing, disability representations, and age groups. This diversity is not 
only a visual richness but also an important learning tool in terms of social 
learning, patient-centered care understanding, and empathy education.

Conclusion

AI-supported serious games have significant potential in healthcare 
education for personalizing learning, modeling decision-making processes, 
and experiencing real-life scenarios in safe environments. However, most 
existing studies in the literature indicate that this potential has been realized 
only to a limited extent. While a significant portion of developed games 
focus on therapeutic intervention and diagnosis, the number of applications 
in preventive healthcare education is quite limited.

In this context, both researchers and developers need to focus on 
next-generation serious game designs by comprehensively addressing the 
educational and ethical dimensions of AI technologies. Future studies are 
expected to focus on AI systems trained with large datasets, with clearly 
reported performance that is compatible with mobile devices and sensitive to 
cultural diversity. Additionally, it will be critical for these systems developed 
for healthcare education to support not only knowledge levels but also 
decision-making strategies, empathy, and ethical awareness by establishing 
meaningful interactions between students and AI.



142 | Artificial Intelligence-Driven Design of Serious Games

References

Bartle, R. (1996). Hearts, clubs, diamonds, spades: Players who suit 
MUDs. Journal of MUD research, 1(1), 19.

Collins, A., Brown, J.S., and Newman, S.E. (1989). “Cognitive Apprentice-
ship: Teaching the Craft of Reading, Writing and Mathematics! In L.B. 
Resnick (ed.) Knowing, Learning, and Instruction: Essa in Honor of 
Robert Glaser Hillsdale, NJ: Erlbaum, and in Brown, J.S., Collins, A., 
and Duguid, P. “Situated Cognition and the Culture of Learning.” Edu-
cational Researcher, 18(l), 32-42.

Doreswamy, N., & Horstmanshof, L. (2025). Serious Games: Human-AI In-
teraction, Evolution, and Coevolution. arXiv preprint arXiv:2505.16388.

Frutos-Pascual, M., & Zapirain, B. G. (2015). Review of the use of AI tech-
niques in serious games: Decision making and machine learning. IEEE 
Transactions on Computational Intelligence and AI in Games, 9(2), 133-152.

Lave, J., & Wenger, E. (1991). Situated learning: Legitimate peripheral participa-
tion. Cambridge university press.

Picca, D., Eberlé, G., & Jaccard, D. (2015). Natural Language Processing 
in Serious Games: A state of the art. International Journal of Serious 
Games, 2(3).

Shaker, N., Togelius, J., & Nelson, M. J. (2016). Procedural content generation 
in games. Springer.

Szita, I. (2012). Reinforcement learning in games. In Reinforcement Learn-
ing: State-of-the-art (pp. 539-577). Berlin, Heidelberg: Springer Berlin 
Heidelberg.

Westera, W., Prada, R., Mascarenhas, S., Santos, P. A., Dias, J., Guimarães, 
M., ... & Ruseti, S. (2020). Artificial intelligence moving serious gam-
ing: Presenting reusable game AI components. Education and Informa-
tion Technologies, 25, 351-380.

Zimmerman, B. J. (2002). Becoming a self-regulated learner: An overview. The-
ory into practice, 41(2), 64-70.


