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Abstract

Due to industrialization and population growth, pollution observed in
water resources increases the need for effective and sustainable treatment
technologies day by day. Particularly, the dyes used in industries such as
textiles, leather and medicine have serious risks in terms of environment
and human health with toxic and permanent properties in the wastewater
environment. In this context, adsorption methods; It is widely preferred
thanks to their low cost, high applicability and environmentally friendly.
In adsorption processes, interest in agricultural and industrial waste -based
natural adsorbans has increased as an alternative to traditional active carbons.

However, the fact that adsorption depends on a large number of parameters
makes it difficult to model these processes by classical methods. For this
reason, artificial neural networks (ANN), which are among the calculating
intelligence techniques, stand out as an important alternative thanks to their
ability to model, generalize and make estimates with limited data. ANN
provides successful results in issues such as estimation of adsorption efficiency,
optimization of processing conditions and analysis of process performance.

In this section, the main principles of adsorption processes, isotherm and
kinetic models used in detail are discussed in detail. In addition, ANN’s
structure, learning mechanism, environmental application examples and
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advantages are examined extensively. In the application studies in the
literature, it has been seen that ANN models have high accuracy rates for the
removal of various pollutants such as methylene blue and heavy metals.

As a result, ANN -supported modeling approaches allow the development
of faster, economical and reliable treatment processes by supporting
experimental studies. These systems, which are supported by deep learning
and hybrid structures, open the door of sustainable and innovative solutions
in the field of environmental engineering.

1. Introduction

In recent years, rapid population growth and industrialization, surface
and ground water resources bring environmental and soil contamination
(Yildiz, 2001). Water is one of the most basic and indispensable components
of the ecosystem. The phrase “Water is life” clearly demonstrates this
importance not only in terms of maintaining its living life, but also in terms
of having a wide range of uses (Kenda et al., 2024). However, human -based
domestic and industrial activities adversely affect the water quality standards
determined by international norms and cause environmental pollution
(Bailey et al., 2022). Since the paint substances detected in water resources
and wastewater have toxic and carcinogenic properties, it creates serious
threats not only for human health, but also for all living species in the trophic
chain. Such painting substances, especially in the textile industry; It is widely
used in many sectors such as paper, medicine, food, leather processing and
personal care products (Kanwal et al., 2023).

Difterent treatment techniques are used to remove dyes in waste water.
These methods include precipitation, coagulation, floculation, membrane
filtration, ion change and adsorption. Limited efficiency of methods such
as coagulation and floculation, membrane separation and ion replacement
techniques are high -cost and limited in terms of application reveals that these
methods offer less advantages than adsorption (Katheresan et al., 2018).
Adsorption is considered an effective method that stands out with its ease
of application, economic and simple structure. Although commercial active
carbon has been preferred in these processes, studies on the development of
more economical and sustainable alternative adsorbents in recent years have
increased in recent years (Ozdemir, 2019).

Many studies based on adsorption are included in the literature for the
removal of dyes from juicy solutions. Most of these studies, which have been
conducted for many years, have been carried out using agricultural, domestic
and industrial origin waste or materials. Among the natural adsorbanlar
preferred orange peel (Khaled et al., 2009), Pirina (Gok and Mesutoglu,
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2017), Rice Shell (Priya et al., 2022), Ucak Ash (Eren and Acar, 2004),
Walnut Shell (Pang et al., 2009; Gemici and Ozden, 2022).

Modeling or simulation of a process makes it possible to make predictions
about the behavior of the process without experimental practices. Nowadays,
modeling methods are used for many processes in science and engineering
(Ghaedi and Vafaei, 2017). Although the expense yield in adsorption
processes is considered one of the basic performance indicators; Since this
data requires time -consuming experimental studies, it is not possible to
measure for all conditions. Therefore, it has become important to predict the
relief yield (%) with the use of a limited number of variables (Ghaedi and
Vafaei, 2017). However, the relationship between the input parameters and
the system output is quite complex and often not linear, making it difficult to
model adsorption processes by classical statistical methods. In this context,
thanks to non -linear structures and capabilities of processing complex data
sets containing incomplete data, calculating intelligence models offer a
more flexible and effective alternative than statistical models (Karlaftis and
Vlahogianni, 2011).

At this point, especially artificial neural networks (ANN), adsorption,
such as multi -variable and non -linear systems as a means of effective
calculation comes to the fore. Artificial neural networks are an artificial
intelligence approach that has been successfully applied in many fields
such as pattern recognition, estimation and classification (Haykin, 2009),
inspired by the knowledge processing and learning mechanisms of the
human brain (Haykin, 2009). Thanks to the ability to learn and generalize
complex relationships between input and output variables, ANNs offer a
strong alternative to estimating process performance based on experimental
data. In adsorption processes; ANN -based approaches are widely used to
model the effects of parameters such as initial concentration, contact time,
pH, temperature and amount of adsorban (Kang et al., 2013). With these
methods, comprehensive predictions can be made based on limited number
of experimental data, and therefore significant advantages are obtained both
in terms of time and cost.

The main purpose of this section is to combine the modeling approaches
developed in the intersection of these two areas by combining the adsorption
method commonly used in the removal of environmental pollutants with
artificial neural networks (ANN). The advantages of artificial intelligence
-based prediction models are discussed extensively by drawing attention
to the limitations of traditional experimental methods used in the removal
of various contaminants through adsorption in aqueous environments. In
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this context, ANN’s theoretical infrastructure, application processes, model
optimization and performance evaluation criteria are explained in detail; In
addition, application areas are analyzed through the sample studies in the
literature.

This sectionis a practical guide for researchers in the fields of environmental
engineering and chemicals, focusing on artificial neural -based modeling
techniques that allow the analysis of adsorption processes to be analyzed
more efficiently and rapidly. It contributes to the development of sustainable
environmental technologies by showing how advanced data analysis methods
can be used as a supportive and complementary tool. In addition, it is aimed
to promote sustainable solutions both environmentally and economically
by evaluating agricultural and industrial wastes as an alternative adsorban.
Thus, this section aims to give the reader a interdisciplinary perspective with
both theoretical knowledge and practical examples.

2. Fundamentals of Adsorption

Adsorption is the event of keeping liquid or gas molecules on the surface
due to the unsaturated areas on the solid surfaces and unstable molecular
torces. This process creates a dynamic balance between the adsorbation of gas
or fluid to the surface and the balancing of these forces. While the molecules
held on the surface are called “adsorbat, the solid substance that forms the
surface is called” adsorban. Adsorption events are usually coincidental and
progress in line with the decrease in free energy in the system. When the gas
molecules adsorbe, they have a more limited freedom of movement than the
free phase; This causes a decrease in entropy during the adsorption process
(Bansal and Goyal, 2005).

Adsorption is a process that takes place as a result of the effect of
unbalanced molecular forces on solid surfaces and unsaturated regions. When
such surfaces come into contact with liquid or gas phases, adsorption begins.
In this process, both physical and chemical interactions play an important
role such as dipole moments, polarization effects, reorganization of electrons
in the valence band. Adsorption is basically divided into two types: physical
and chemical adsorption. In physical adsorption, adsorbat molecules
are weakly attached to the surface with van der waals forces; In chemical
adsorption, strong chemical bonds are formed between the adsorbate and
the solid surface based on electron exchange or sharing (Bruch et al., 2023).
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2.1. Adsorption Kinetics

Adsorption kinetics include models developed to explain the speed
of attachment to the adsorban surface of the adsorbat molecules and the
mechanism of the process. Kinetic studies are critical to determine the
controlling stages of adsorption and to ensure the optimization of the
process (Foo and Hameed, 2010). The most common kinetic models are
pseudo primary and pseudo second -degree kinetic models. Pseudo first
-degree kinetic model assumes that the adsorption rate is proportional to
the adsorbate concentration, while Pseudo suggests that the second -degree
kinetic model adsorption is performed by chemical attachment and the speed
is related to the capacity of adsorba (Ho and Mckay, 1999). In addition,
Weber-Morris intraparticle diffusion model is used to analyze mass transfer
mechanisms during the adsorption process (Weber and Morris, 1963).

Adsorption kinetics plays a critical role in understanding and modeling
the stages involved in the adsorption process. The adsorption of solute
molecules from a solution onto the surface of an adsorbent typically occurs
through four main steps:

1. Diffusion through the film layer: In the initial stage, the solute
diffuses from the bulk solution toward the boundary layer (film)
surrounding the adsorbent. Agitation of the solution reduces the
thickness of this layer, thereby accelerating diffusion. Due to the
typically negligible resistance in this step under stirred conditions, it is
often omitted in kinetic evaluations.

2. Film mass diffusion (boundary layer diffusion): During this phase,
the solute traverses the stagnant film layer and reaches the external
surface of the porous adsorbent. This step represents the mass transfer
resistance in the liquid phase adjacent to the solid surface.

3. Intraparticle diffusion: Once the solute reaches the surface, it
diffuses into the internal pores of the adsorbent towards the active
adsorption sites. This stage is commonly regarded as the rate-limiting
step in many adsorption systems, especially for porous adsorbents.

4. Surface adsorption: Finally, the solute molecules are retained on
the internal surfaces within the pores. In the absence of agitation,
the boundary layer remains static, making this step potentially rate-
limiting. However, under stirred conditions, the resistance in both
the first and last stages is significantly reduced, rendering their
contribution to overall kinetics minimal. As a result, the second and
third steps generally govern the adsorption rate.
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To assess the influence of film diffusion during the early stage (typically
the first 5-10 minutes), a plot of —-log(C /Co) versus time is constructed. The
linearity of this graph, particularly its proximity to unity, provides insight
into the extent to which film diffusion contributes to the adsorption process.
To investigate the effect of intraparticle diffusion, a plot of qtq_tqt versus the
square root of time is examined. The slope of the resulting linear portion of
the graph corresponds to the rate constant for intraparticle diffusion (Balci,
2007).

Effect of the Border Layer:
-logC/C,— t

Here;

Ct: t Concentration (ppm),
CO: Starting Catches (ppm),
t: Time (dk.)

The degree of proximity of the slope obtained from the graph shows the
effect of this phase.

Effect of In -Particle Diffusion:
q,— VvVt

Here;

q,: Time Adsorbent quantity (mg/g)
t: time (min.)

The slope obtained from the graph gives the cruise constant (k).

2.1.1. Pseudo First Degree Kinetic Model

Another widely used equation to elucidate the rate-determining steps
of the adsorption process is the pseudo-first-order (PFO) kinetic model,
originally proposed by Lagergren (Ho and McKay, 1999). This model

provides a simplified representation of first-order adsorption kinetics.

The linearized form of the pseudo-first-order kinetic equation is expressed
as follows:

PFO Linear Equations (Lin and Wang, 2009),
log(qe,exp-qt) = log(qe,calc) - k1pt/2.303;  log(qe,exp-qt) — ¢

Here;



Sema Kaptanogiu | Ali Riza Kul | 27

Qo o Experimental q, value (mg/g).

Qo o The calculated q, value (mg/g).

q,: The amount of adsorrged substance (mg/g),

k, : The first order zooming kinetic constant (1/min)
t: time (min)

To assess the suitability of the adsorption process to the pseudo-first-
order kinetic model, both the coefficient of determination (R?) and the
calculated adsorption capacity (q,.,.) are evaluated. A high R? value,
approaching 1, along with a close agreement between the calculated (q,,
) and experimental (q,,,) adsorption capacities, indicates that the process
conforms well to the pseudo-first-order kinetic model.

2.1.2. Pseudo Second Degree Kinetic Model

The pseudo-second-order (PSO) kinetic model, developed by Ho in
1995, demonstrates that the adsorption process depends on both time and
adsorption capacity, while being independent of the amount of adsorbent
used (Balci, 2014).

The nonlinear form of the pseudo-second-order kinetic equation is
expressed as follows (Behnamfard and Salarirad, 2009):

q = kZquct/ (1+ qckzpt)

As a result of linearization of this correlation, the following relations are
reached (Behnamfard and Salarirad, 2009).

t/qe = 1/k2pqe, calc® + t/qe, calc t/qr — t ge,calc = cgim_l,
k2p = (egim?®)/kesme noktast

Here;

1(2p: The amount of substance attached by adsorbent at the moment
(mg/g),
q o Calculated g, value (mg/g),

q. o' experimental g value (mg/g),

t: Time (min).

2.1.3. Weber-Morris Intraparticul Diffusion Model

This model was developed to evaluate the influence of diffusion on the
adsorption process. As previously discussed, the adsorption mechanism
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typically involves four distinct steps, among which the third step is known as
intraparticle diffusion (ID). In this model, if the plotted line exhibits a high
degree of linearity, it indicates that intraparticle diffusion is the rate-limiting
step in the adsorption process (Weber and Morris, 1963).

The linear equation representing the intraparticle diffusion model can be
expressed as follows (Behnamfard and Salarirad, 2009):

qt = kp 5 + C

In this context, k represents the intraparticle diffusion rate constant
(mg, g'! min"'"2), while C denotes the boundary layer thickness. When qt
values are plotted against the square root of time (t*°), the slope of the
resulting linear equation corresponds to k; and the intercept indicates
the value of C. The magnitude of C provides insight into the thickness
of the boundary layer, whereas the slope (m) reflects the rate constant
(Waranusantigul et al., 2003).

2.2. Adsorption Isotherm

Adsorption isotherms are mathematical models showing the distribution
of adsorban surface depending on the equilibrium concentration of
adsorption capacity and adsorbate. These isotherms provide information
about the type and surface properties of adsorption. The most commonly
used models are Langmuir and Freundlich isotherm. Langmuir isotermia
assumes that the surface is homogeneous and monolayer adsorption
occurs; In this model, adsorption is accepted as a fixed number and equal
energy surface area (Langmuir, 1916). Freundlich isothermia is applied on
heterogeneous surfaces and in multi -layered adsorption and fits flexible in
experimental data (Chattoraj and Freundlich, 1906). In addition, isotherm
models such as cautious and dubinin-Radushkevich provide more detailed
information about the thermodynamic and energy changes of adsorption
(Temkin and Pyzhev, 1940; Dubinin, 1947).

2.2.1. Langmuir Isotermi

Assumes monolayer adsorption, the surface is considered to be
homogeneous (Langmuir, 1916).

Lagmuir izoterm

The expression of the Langmuir model is as follows;

q,KLC,

1= 1+KLC,
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By linearization of this equation, the following correlation is obtained;

C, 1 C,
- = +

qe K L qm qm

In the equation;
Kv: Langmuir constant (L/mg),
q,,: Maximum adsorption capacity of the adsorbent (mg/g),

C.: The concentration of the substance remaining in the solution at the
time of balance (ppm)

q.: It refers to the amount of substance (mg/g) attached to the adsorbent
surface at the time of balance.

A linear equation can be obtained by plotting C /q_ versus C,_. From this
plot, the intercept provides the value of 1/K, q,_, while the slope corresponds

to 1/q,.

The Langmuir isotherm model can also be evaluated using the
dimensionless separation factor (R, ), which offers insight into the favorability
of the adsorption process. An R, value between 0 and 1 indicates favorable
adsorption, whereas a value greater than 1 suggests that the adsorption is
unfavorable and the Langmuir model is not applicable.

RL= 1/(14+bCo)

C,: Starting concentration (mg/g).

2.2.2. Freundlich Isotermi

Suitable for heterogeneous surfaces and multi -layered adsorption

(Chattoraj and Freundlich, 1906).
The mathematical expression of Freundlich isotherm is as follows;
ge= K, C
q.: The amount of substances adsorrized on unit adsorban (mg/g)

C,: Heavy metal concentration remaining in the solution after adsorption
(ppm)

K,: A definite sign of adsorption. It shows the power of the relationship
between adsorban and adsorban [(mg/g) (I/mg) 1/n].
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A high value of K, obtained from the calculations, indicates a strong
affinity between the adsorbent and the adsorbate.

The value of nnn typically falls between 1 and 10, and such a range
suggests that favorable adsorption has occurred. The reciprocal value 1/n
is expected to lie between 0 and 1, depending on nnn. A value of 1/n
approaching zero implies a highly heterogeneous surface.

To linearize the Freundlich isotherm equation, the logarithm of both
sides is taken, resulting in the following linear form:

logq, = logK, + n logC,

By plotting logq, versus logC_, the Freundlich constants K and nnn can
be determined. In this graph, the intercept corresponds to logK,, while the
slope gives the value of 1/n. These constants provide valuable insight into
the nature of the adsorption process (Berkem and Baykut, 1980; Sarikaya,
2007; Kayacan, 2007).

2.2.3. Temkin Isotermi

It takes into account that adsorption temperature has changed (Temkin
and Pyzhev, 1940):

RT
qe =( T)UnKTCe)

In equality;

q.: The amount of substance adsorbent by adsorbent at the time of
equilibrium (mg/g),

b: The Temkin constant (KJ/mol), which provides information about
adsorption temperature,

R: Ideal gas constant (8.314 j/mol),
T: Temperature (K),
K : Temkin isotherm constant (L/mg)

When we make the Temkin isotherm model equation linear, the following
equation is obtained.

q, = BInKT + BInC_
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2.3. Factors Affecting Adsorption

Adsorption efficiency is determined as a result of the interaction of many
factors and each of these factors plays an important role in the activity of the
process. First, the physical and chemical properties of adsorba directly affect
the adsorption capacity. The high surface area and the large pore volume
facilitate the access of adsorbat molecules to the adsorban surface and
provide more binding area. Furthermore, functional groups on the surface
of the adsorban are critical in chemical attachment mechanisms and allow
specific interactions with certain pollutants (Ahmad et al., 2012).

Secondly, operational conditions shape the efficiency of the adsorption
process. The pH can change the adsorption capacity by affecting electrostatic
interactions between adsorban and adsorbat. The temperature may affect
both adsorption kinetics and surface properties of adsorba; In some cases,
adsorption can be an endotermic, sometimes an exothermic process. While
the contact time determines the time required for adsorption to achieve
balance, the dose of adsorban increases the total surface area where pollutants
can be connected (Babel and Kurniawan, 2003).

Thirdly, the pollutant properties also determine the adsorption
performance. The molecular dimension determines how easily adsorbat can
penetrate into the pores; The resolution affects the time of the pollutant’s
water stay and thus the chance of adsorption. Furthermore, the initial
concentration of the pollutor determines how fast the attachment points on
the adsorban surface will reach saturation (Ahmad et al., 2012).

2.4. Materials Used in Adsorption

The adsorbans used in adsorption applications are quite diverse. Among
the natural materials, materials such as clay, zeolite and natural active carbon
are widely preferred, while materials such as biocrhews and nanomaces
gain importance due to advanced surface properties and high efficiency.
In recent years, intensive research on biomass -based adsorbans obtained
from agricultural or industrial waste due to environmental sustainability and
economic advantages. These biomass derivatives have gained an important
place in environmental engineering in terms of both costing and contributing
to waste management (Babel and Kurniawan, 2003; Ahmad et al., 2012).

3. Artificial Neural Networks: A Brief Overview

The forms of perception, thinking and learning of people vary significantly
from individual to individual. The basis of this difference lies in the fact that
the brain structure of each individual has its own perception and learning
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mechanisms. People work information about the events they experience
through the highly prominent sensory channels in their minds; Some tend
to learn through visual images, some with auditory information, and others
through emotional experiences, taste or odor (Celebi, 2008). In today’s
world, the intensity of knowledge faced by individuals and the complexity
of life makes learning processes even more difficult. In this context, although
it is open to discussion which information is really necessary, it is important
that it is the ability to turn knowledge into permanent learning without
anxiety, unhappiness or strain. One of the ways to achieve this goal is to
understand the way the brain works and to use it effectively and efficiently
in learning processes (Yapici, 2008).

The capacity of the human brain to process and storage information has
inspired the artificial modeling of learning. The artificial neural networks
(ANN) developed with this approach have emerged as an important tool for
mathematical and systematic modeling of the learning process.

Artificial neural networks (ANN) are computed modeling systems
developed by inspirational of biological nervous systems, especially the
interactions of neurons in the human brain with each other. ANNs are not
based on the assumption of a predetermined mathematical relationship
between input and output variables. In this respect, it is extremely
advantageous to be preferred in cases where the mathematical model is
not known or quite complex (Miller et al., 2018). ANNs are widely used
in many areas such as classification, estimation, pattern recognition and
decision -making as a powerful tool for modeling non -linear and complex
relationships between variables (Oztemel, 2003).

Basically, ANNs have a multi -layered structure of entrance, hidden
and exit layers. The artificial neurons in these layers perform information
transmission and processing with the help of the weight of the connections
between them. Throughout the training process, these weights are updated
by algorithms for error minimization (eg backpropagation). After the
training, ANNhas the ability to estimate or classify the data that it has
never faced before. Thanks to this learning and generalization skills, it can
provide effective results in problems that are difficult to solve with classical
algorithms (Reynel-Avila et al., 2022).

One of the most important advantages of ANNs is that it can exhibit
competencies similar to cognitive skills such as learning, adaptation
and generalization. Because of these features, it is applied successfully in
many different disciplines such as engineering, economy, medicine and
environmental sciences (Oztemel, 2003; Tbrahim et al., 2024).
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Especially in the field of Environmental Engineering, ANNs are
frequently used to model, predict and optimize the removal of pollutants
in wastewater treatment processes. Experimental data used to create these
models are usually divided into training, verification and test sets. While the
training data provides the formation of the model, the verification data is
to set and optimize the model; Test data are used to evaluate the accuracy
of the created model. Model Success; Root average square error (RMSE)
is evaluated by criteria such as determination coefficient (r?), square error
integral, accuracy and efficiency. The fact that a close harmony between the
estimated data and the experimental data shows the reliability of the model
(Ibrahim et al., 2024).

In adsorption processes, ANNs offer great potential to modeling
complex relationships with many parameters. These models allow to
predict adsorption behaviors more accurately, as well as contribute to the
comprehensive understanding of the process. In recent years, especially in the
studies carried out for the removal of organic paints, an increasing interest
in the optimization of adsorption conditions and increasing treatment
efficiency has been observed (Cimen Mesutoglu, 2024).

3.1. History of Artificial Neural Networks

Throughout history, human beings have been interested in the idea of
gaining motion and intelligence to lifeless objects. Although the efforts
to record and storage information dates back to 4000 years ago, the main
developments in Artificial Intelligence (ZI) and Artificial Neural Networks
(ANN) have taken place in the last fifty years. The foundations of modern
artificial intelligence are based on classical philosophers’ attempts to explain
human thinking with symbolic systems. However, the artificial field of
intelligence was ofticially defined in 1956. At this date, the term “Artificial
Intelligence” entered the literature for the first time at a conference held at
Dartmouth College in New Hampshire (Lewis, 2014).

The implementation of artificial intelligence systems was much more
challenging than expected at the beginning. In the period between 1974-
1980 and called “AI Winter” (winter of artificial intelligence) in the literature,
the researches in this field faced heavy criticisms and state supports decreased
significantly. However, in the 1980s, when Britain supported Al research
with Japan for competition with Japan, there was a revival in the area
(Lewis, 2014).

The development process of artificial intelligence is summarized in
chronologically with different periods:
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Prehistoric Period: One of the oldest examples of artificial intelligence
thought is the effort of Daedalus in Greek mythology to create “artificial
people. As of this period, various initiatives related to robotic systems have
been encountered. For example, in 1769, the chess developed by Baron von
Kempelen was exhibited in the Ottoman palace and brought together the
public in Moscow (Wikipedia Contributors, 2018).

Dark Period (1965-1970): In this period, remarkable progress could not
be achieved. Computer experts focused on the idea of producing “thinking”
machines only with data installation, but these goals have not been achieved.
There has been a waiting period in which development paused (Tekin, 2006).

Renaissance Period (1970-1975): This period is a time period in which
significant expansions took place in the face of the face. Researchers have
started to develop expert systems for fields such as diagnosis of disease and
the foundations of today’s artificial intelligence practices have been laid
(Tekin, 2006).

Partnership Period (1975-1980): In this process, artificial intelligence
researchers directed to cooperation with disciplines such as linguistics and
psychology and increased integration between fields. This period, in which AT
is considered to be more versatile, prepared the ground for interdisciplinary
studies (Lewis, 2014).

Entrepreneurship Period (1980- Our Day): It is the period in which after
1980, artificial intelligence only emerged from laboratory environments and
began to apply to real world problems. More complex and need -oriented
structures have been developed and widely used in commercial and industrial
applications. This period still continues (Tekin, 2006; Lewis, 2014).

3.2. Application Areas of Artificial Neural Networks

With the developing technology, artificial neural networks have started
to be used in many areas of daily life and has become rapidly widespread.
Automotive, electronics, energy, space research, banking, financial and
defense industry; especially in the health sector, are actively involved in many
tields (Kaya et al., 2018). Especially with the development of humanoid
robot technologies, interest in this field is increasing.

A wide variety of examples are found in the literature for the application
areas of ANN. For example, more effective management is provided by
using ANN in traffic control systems (Tektag et al., 20006). In health services,
ANN's play an important role in data mining processes and are used as a
strong tool in the analysis of patient data (Koyuncugil and Ozgiilbas, 2009).
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In addition, Karahan (2011) and Emel and Taskin (2002), in the context
of statistical estimation methods, emphasized that artificial neural networks
offer an alternative to traditional methods. Meteorological data, especially
in the estimation of precipitation amounts, ANN -based models have
given successful results (Partal et al., 2011). It is seen that ANNSs are used
especially in the modeling of complex production processes in the solution of
industrial problems (Engin and Déyen, 2004). In electrical power systems,
it is considered as an effective solution tool for the realization of load flow
analysis (Adepoju et al., 2007).

One of the most remarkable uses of ANN today is the development of
humanoid robots. One of the pioneering examples in this field is Humanoid
robot called Asimo developed by Honda in 2000. Asimo not only has a
humanitarian appearance, but also walks like a human being and runs to
reach a speed of 6 kilometers per hour. It takes its name from the initials
of the phrase “Advanced Step in Innovative Mobility”. Studies on the
development of such robots are still intensively.

In the historical context, it is known that the interest in robot technology
is not new. One of the vending vendors exhibited in the Ottoman palace
can be considered as a historical example of this interest. Today, together
with modern robots such as Asimo, the level of artificial intelligence -based
systems is clearly revealed (Wikipedia Contributors, 2018).

3.3. Use of Artificial Neural Networks in Environmental
Applications: Sample Events

The place of artificial neural networks (ANN) in environmental
engineering applications is increasing and it gives remarkable results,
especially in the fields of adsorption and wastewater treatment. Some sample
applications in the literature are presented below:

Example 1: Modeling of Boyar substance vemoval with ANN

In a study on the elimination of methylene blue (MB) paint with active
carbon obtained from oak acorn, parameters such as pH of the solution,
adsorban dose, initial concentration and contact time were evaluated with
ANN model. The model has produced highly compatible results with
experimental data (R?> 0.98) and it has been shown that ANN may
correctly predict adsorption efficiency (Cimen Mesutoglu, 2024).

Example 2: ANN -based optimization for heavy metal vemoval

In another study on the removal of PB?* ions with a natural adsorban,
the ANN model was used for optimization for optimization under different
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processing parameters. Thanks to this model, optimum conditions, which
are difficult to determine by traditional methods, have been detected in a
short time (Ibrahim et al., 2024).

Example 3: The vemoval of multiple pollutants in industrial wastewater

In the application performed on wastewater from a textile enterprise,
numerous pollutant parameters (for example, paint, chemical oxygen
requirement (COD), color and dissolved substances) were analyzed at the
same time. Thanks to the multi-input model developed with ANN, the
removal rates of these parameters were effectively estimated and system
performance has been optimized (Reynel-Avila et al., 2022).

Example 4: Estimation of isotherm and kinetic parameters with ANN

In a study on the estimated study of Langmuir and Freundlich Isotherm
parameters, as well as Kinetic model coefficients through ANN, the estimation
performance of the model was found to be higher than the classical graphical
methods. This method has made a significant contribution to accelerating
and optimizing the experimental process (Miller et al., 2018).

4. Advantages, Difficulties and Future Perspectives for Artificial
Neural Networks

4.1. Advantages of Artificial Neural Networks

Artificial neural networks (ANN) are powerful artificial intelligence
systems developed in inspired by the way the human brain processes learning
and knowledge. The most important advantages are:

* Learning with data: ANNs have the ability to learn through wide data
sets in pattern recognition, classification and regression problems (Haykin,
2009). These features allow them to provide solutions with high accuracy
rates in cases where traditional statistical methods fail.

* Modeling non -linear relationships: ANNs have complex and non
-linear relationships modeling. Therefore, it provides advantage in multiple
variable systems (Basheer and Hajmeer, 2000).

* Generalization ability: It may also estimate by making generalizing a
certain extent against new data other than training data.

e Adaptive Structure: ANN architectures can be restructured for
different problems. The number of inputs can be changed to difterent types
of problems by changing the number of hidden layers and neurons.
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4.2. Limitations and Difficulties
Although ANN:Ss are strong tools, there are various limitations:

* Lack of explanation: The “Black Box” nature causes the internal
functioning of the model to be fully understood by the user (Castelvecchi,
2016). This may pose a risk, especially in areas such as health or finance
where critical decisions are taken.

* Opverfitting: Models that adapt to training data may perform low
performance in new data. This problem becomes apparent when appropriate
verification techniques are not used (GoodFellow et al., 2016).

* High data requirement: YSAs usually require large amounts of and
labeled data to provide successful results. This may be limiting in applications
where data collection is difficult.

* Calculation power requirement: Especially deep structures contain a
large number of parameters requires high processor power and long training
period.

4.3. Developing Trends: Deep Learning and Hybrid Models

In recent years, the greatest contribution to the development of artificial
neural networks has made the Deep Learning approach. Deep learning
allows more effectively to learn complex data patterns thanks to multi
-layered artificial neural networks. In areas such as image recognition,
natural language processing and sound recognition, results approaching
human performance have been obtained (LeCun et al., 2015).

In addition, hybrid models stand out. These models aim to improve
performance by combining artificial neural networks with other artificial
intelligence techniques (eg genetic algorithms, blurred logic, decision trees,
etc.) (Zhang, 2003). For example, blurred logic for the structural parts of
a problem can be used for genetic algorithm for parameter optimization,
ANN for the prediction model.

4.4, Future Research Areas

In the future, the following research areas are expected to stand out for
artificial neural networks:

* Explainable AI: Making ANN models more transparent and
interpreted and interpreted is critical for areas such as medicine and law.

* Few-shot Learning with small data: Research is increasing on effective
learning of ANN’s in applications where the amount of data is limited.
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* Hardware -based neural networks: Neuromorphic Computing is
developed and more efficient architectures that consume less energy for
ANN to work on embedded systems or mobile devices.

* Biological Inspired Models: It is expected that new network structures
to be created by more detailed modeling of real nervous systems are expected
to offer more efficient results (Krichmar and Edelman, 2002).

¢ Ethical and Social Dimensions: The effects of ANN -based systems
on decision processes, gender prejudices, privacy and data safety will be at
the center of artificial intelligence research in the coming years.

5. Conclusion

Industrial activities and increasing population pressure lead to pollution
of water resources and this necessitates the development of effective
treatment technologies. In this context, adsorption methods; It is one of
the most prominent alternatives with its low cost, environmentally friendly
and high -efficiency features. However, the fact that adsorption processes are
dependent on a large number of variables and the difficulties in modeling
them by classical methods require that these techniques be supported by
more advanced tools.

In this section, how artificial neural networks (ANN) can be used
effectively in adsorption -based treatment systems. ANN is a powerful
calculation tool that reduces the cost and time of experimental processes,
thanks to its ability to learn complex system behaviors, model non -linear
relationships, and generalize limited data. The application examples in the
literature show that ANN models offer an effective solution not only for the
purpose of estimating, but also for system optimization and process analysis.

In the future, ANN -based modeling approaches are expected to be
adopted in a wider scale in environmental applications. The integration of
developing areas such as deep learning, hybrid structures and explanable
artificial intelligence will further expand the reliability and application areas
of these technologies. In addition, in line with sustainable environmental
management goals, the integration of biomass -based low -cost adsorbangs
with ANN models has the potential to offer innovative solutions both
economically and ecologically.

As a result, this interdisciplinary interaction between artificial intelligence
and environmental engineering will play an important role in the development
of more effective, flexible and sustainable methods in wastewater treatment.
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